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ABSTRACT. We present a variant ofATL with incomplete information which includes the dis-

tributed knowledge operators corresponding to synchronous action and perfect recall. The

cooperation modalities assume the use the distributed knowledge of coalitions and accordingly

refer to perfect recall incomplete information strategies. We propose a model-checking algo-

rithm for the logic. It is based on techniques for games with imperfect information and partially

observable objectives, and involves deciding emptiness for automata on infinite trees. We also

propose an axiomatic system and prove its completeness for a rather expressive subset. As for

the constructs left outside this completely axiomatised subset, we present axioms by which they

can be defined in the subset on the class of models in which every state has finitely many suc-

cessors and give a complete axiomatisation for a "flat" subset of the logic with these constructs

included.
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Introduction

Alternating time temporal logic(ATL, (Alur et al., 1997; Alur et al., 2002)) was in-
troduced as a reasoning tool for the analysis of strategic abilities of coalitions in infinite
multiplayer games with temporal winning conditions. Several variants ofATL have
been proposed in the literature. The main differences arise from various restrictions
on the considered games such as the players’ information on the game state, which
may be eithercompleteor incomplete(imperfect), and their ability to keep complete
record of the past, which is known asperfect recall(Jamroga & van der Hoek, 2004;
Schobbens, 2004). A classification of the variants of epistemic linear- and branching-
time temporallogics (without the game-theoretic modalities) withsynchronytaken in
account too can be found in (van der Meyden & Ka-shu Wong, 2003; Halpern et al.,
2004). Some subtle issues related to the commitment to fixed strategies are reflected
in the semantics of the cooperation modalities of the system ofATL from (Ågotnes
et al., 2007). The awareness of coalitions of the existence of winning strategies is an-
other aspect ofATL semantics which is specific to the case of incomplete information,
has become a source of ramification too, and is important to our study.

The completeness of a proof system and the decidability of validity forATL with
complete information was demonstrated in (Goranko & van Drimmelen, 2006). As
known from a personal communication of Mihalis Yannakakis to the authors of (Alur
et al., 2002), model-checking is undecidable forATL with incomplete information
and perfect recall. (The case of complete information admits a polynomial time al-
gorithm, and a self-contained proof of the undecidability can be found in (Dima &
Ţiplea, 2011)). This undecidability has stimulated the introduction of several systems
(Schobbens, 2004; van Otterloo & Jonker, 2005; Jamroga & van der Hoek, 2006)
with restrictions leading to more feasible model-checking. An extensive study of the
complexity of the model-checking problem for the variants ofATL which arise from
allowing imperfect information and/or perfect recall was done in (Dix & Jamroga,
2008).

The formal analysis of multi-agent systems has justified combiningATL with
modal logics of knowledge (van der Hoek & Wooldridge, 2003; Jamroga & van der
Hoek, 2004). Such combinations can be viewed as extending temporal logics of
knowledge (cf. e.g (Halpern et al., 1995)) in the wayATL extends computational
tree logicCTL. Epistemic goals require a semantics with partial information (views)
for agents to interpret. Variants of the cooperation modalities which correspond to dif-
ferent forms of coordination within coalitions were proposed in (Jamroga & van der
Hoek, 2004). The recent work (Jamroga & Ågotnes, 2007) proposes a combination of
ATL with the epistemic modalities for collective knowledge. In that system formulas
are interpreted atsetsof states and the existence of strategies which are winning for
all the epistemically indiscernible states can be expressed by combining epistemic and
cooperation modalities. Such strategies are calleduniformwith respect to the corre-
sponding form of collective knowledge.
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Along with the alternating transition systems proposed in (Alur et al., 2002),ATL
has been given semantics oninterpreted systems, which are known from the study
of knowledge-based programs (Halpern et al., 1995), and other structures, some of
which have been shown to be equivalent (Goranko & Jamroga, 2004). Most of the
proposed extensions ofATL and other temporal logics by epistemic modalities in-
clude only the future temporal operators and the indiscernibility relations which are
needed for the semantics of theS5 epistemic modalities are either defined as the equal-
ity of current local states of the corresponding agents or assumed to be given explicitly
in the respective structures and required to respect equality of local state (Lomuscio
& Raimondi, 2006a; Lomuscio & Raimondi, 2006b). The axiomatisation of knowl-
edge in the presence of past temporal operators has been studied in (French et al.,
2005), where indiscernibility is defined as equality of local state again.ATL with
epistemic modalities extends epistemicCTL. Model-checking an extension ofLTL
by epistemic modalities, including common knowledge, with perfect recall semantics,
but no past temporal operators in the language, has been studied in (van der Meyden
& Shilov, 1999). Model-checking algorithms for a variant ofCTL with knowledge
(but no collective forms of knowledge) have been proposed in (Dima, 2008; Shilov
& Garanina, 2002). Extensions ofCTL by modalities to reason about indiscernibil-
ity with respect to path observations in the past have been proposed in (Alur et al.,
2007). The model-checking problem for a corresponding more expressive system of
µ-calculus has been found to be undecidable.

In this paper we continue the study of a variant ofATL with epistemic modalities
proposed in our previous work (Guelev & Dima, 2008; Dima et al., 2010). In our sys-
tem ofATL, along with the future temporal connectives, which are allowed to appear
in combination with the cooperation modality, we allow the unrestricted use of the past
connectives. This greatly facilitates the formulation of epistemic goals. We demon-
strate the use of the past connectives on the example of expressing(.U.)-objectives in
a subset of the language with♦ as the only iterative future temporal operator. We show
that, in models with finitely many successors to every state, goals of the form(ϕUψ)
are equivalent to goals which amount to the coalition eventually learning that the ref-
erence run went through a sequence of states satisfying the considered(.U.)-formula.
This form of epistemic goal can be written using just♦, the epistemic operator and
past temporal connectives. We assume incomplete information and perfect recall and
a semantics for the cooperation modalities ofATL which renders the model-checking
problem decidable. According to our semantics, strategies are supposed to be uniform
with respect to the distributed knowledge of the coalition. Furthermore strategies are
functions on the combined local history of all the members of the coalition. This
corresponds to the unrestricted sharing of information within the coalition in order to
follow the strategy in a coordinated way. With strategies that are uniform with respect
to distributed knowledge and allow the agents to act using their combined knowledge
a coalition can be viewed as a single player whose abilities and information are the
sum of those of all the members.



4 Journal of Applied Non-Classical Logics. Volume V – No. I/Y

We propose a Hilbert-style proof system for our logic and demonstrate its com-
pleteness on the subset in which the cooperation modalities can be used only in formu-
las of the forms〈〈Γ〉〉 ◦ ϕ, 〈〈Γ〉〉¤ϕ and〈〈Γ〉〉♦DΓϕ, whereϕ is unrestricted. Our com-
pleteness proof yields the finite model property of the considered subset and builds on
techniques from temporal logic (cf. e.g. (Lichtenstein & Pnueli, 2000)) and Goranko
and Drimmelen’s work (Goranko & van Drimmelen, 2006) onATL with complete in-
formation. As mentioned above, goals of the form〈〈Γ〉〉(ϕUψ), which are left outside
the scope of the subset, can be expressed in it on the class of models with finitely many
successors to every state. Unfortunately we do not know whether the expressing ax-
iom schemata have sufficient deductive power to provide completeness for the whole
logic when added to the proof system that we show complete for the subset.

We also give a model-checking algorithm for our variant ofATL. A rather ad-hoc
model-checking algorithm was already given in (Guelev & Dima, 2008), where the
past temporal connectives were allowed only in the scope of the epistemic modality.
The algorithm in this paper is an extension of that from (Dima et al., 2010), where the
past connectives were excluded and the logic was defined ongame arenas. It is based
on transition system manipulation techniques known from the theory of games with
partial information (Chatterjee et al., 2006) and involves automata on infinite trees.
As mentioned above, the assumption that coalition strategies are coordinated is cru-
cial for achieving decidable model-checking. According to a private communication
of Yannakakis to the authors of (Alur et al., 1997), model-checking is undecidable
in the case of uncoordinated strategies. A self-contained proof of this result was ob-
tained in (Dima & Ţiplea, 2011), where it was shown that two-player coalitions are
sufficient for the undecidability. It is not difficult to see that this result corresponds to
the undecidability of solving two-player games with both players having partial ob-
servations and a non-observable winning condition. Some results that are relevant to
model-checkingATL∗ can be found in (Pnueli & Rosner, 1990) too.

Structure of the paper After brief preliminaries onATL and its semantics on in-
terpreted systems we introduce our extension ofATL by a modality for distributed
knowledge and our form of the semantics of the cooperation modalities. In the sub-
sequent sections we present our axiomatisation of the logic and our model-checking
algorithm. We conclude by discussing some open problems for future work.

1. ATL with incomplete information, perfect recall, communicating coalitions
and past (ATLDP

iR )

Here follows a BNF for the class ofATLDP
iR formulas, and some informal reading

for each of the main connectives:

ϕ, ψ ::= ⊥ | logical falsehood;
p | atomic propositionp holds (now);
(ϕ ⇒ ψ) | if ϕ, thenψ;
ªϕ | ϕ held one step ago;
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(ϕSψ) | eitherψ holds now, orψ held sometime before,
andϕ has been true ever sinceψ held last;

DΓϕ | Γ knowϕ (from their combined knowledge);
〈〈Γ〉〉 ◦ ϕ | Γ can enforceϕ in one step;
〈〈Γ〉〉(ϕUψ) | Γ can enforce reaching a state satisfyingψ

with ϕ being true all the way to that state;
[[Γ]](ϕUψ) Γ cannot prevent reaching a state satisfyingψ,

with ϕ being true all the way to that state.

HereΓ ranges over finite sets of agents, andp ranges over propositional variables. We
write Var(ϕ) for the set of the propositional variables which occur inϕ.

In this paper we defineATLDP
iR on interpreted systems. An interpreted systemis

defined with respect to some given finite setΣ = {1, . . . , N} of agents, and a set
of propositional variables(atomic propositions) AP . There is also anenvironment
e 6∈ Σ; in the sequel we writeΣe for Σ ∪ {e}.
DEFINITION 1 (INTERPRETED SYSTEMS). — An interpreted systemfor Σ andAP

is a tuple of the form〈〈Li : i ∈ Σe〉, I, 〈Act i : i ∈ Σe〉, t, V 〉 where:

Li, i ∈ Σe, are nonempty sets oflocal states; LΓ stands for
∏
i∈Γ

Li, Γ ⊆ Σe;

elements ofLΣe are calledglobal states;
I ⊆ LΣe is a nonempty set ofinitial global states;
Act i, i ∈ Σe, are nonempty sets ofactions; ActΓ stands for

∏
i∈Γ

Act i;

t : LΣe ×ActΣe → LΣe is a transitionfunction;
V ⊆ LΣe ×AP is a valuation of the atomic propositions.

For everyi ∈ Σe andl′, l′′ ∈ LΣe such thatl′i = l′′i andl′e = l′′e the functiont satisfies
(t(l′, a))i = (t(l′′, a))i.

In the literature an interpreted system also includes aprotocolPi : Li → P(Act i)
for everyi ∈ Σe. Pi(l) is the set of actions which are available toi when its local state
is l. Protocols are not essential to our study here. Setting the effect of all the currently
prohibited actions to that of some fixed permitted action (which is always supposed
to exist) allows a system with arbitrary protocols to be transformed into an equivalent
one in which all actions are always permitted. Our variant of interpreted systems also
has a technically convenient feature which we borrowed from (Lomuscio & Raimondi,
2006a), where a system ofATL without the epistemic operators was intoduced, and
is not present in (Halpern et al., 1995), nor in the model-checker MCMAS (Lomuscio
et al., ): every agent’s next local state can be directlty affected by the local state of the
environment through the transition function. The logic admits equivalent semantics
on other types of models of infinite games as well. See (Goranko & Jamroga, 2004)
for a comparative study for the variants of such structures for the case of complete
information. Our model-checking algorithm works for finite interpreted systems. We
also present some axioms which link the meaning of(.U.)-goals to that of a special
form of ♦-goals on the class of the interpreted systems with finite sets of actions and
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finite sets of initial states, which entails the countability of the respective generated
submodels.

DEFINITION 2 (GLOBAL RUNS). — Given ann < ω, a run of lengthn is a sequence

r = l0a0 . . . an−1ln ∈ LΣe(ActΣeLΣe)
n

such thatl0 ∈ I and lj+1 = t(lj , aj) for all j < n. We denote the set of all runs
of lengthn by Rn(IS). We denote

⋃
n<ω

Rn(IS) by Rfin(IS). An infinite run is a

sequence

r = l0a0 . . . an−1lnan . . . ∈ (LΣeActΣe)
ω

such thatl0 ∈ I and lj+1 = t(lj , aj) for all j < ω. We denote the set of all infinite
runs byRω(IS). We denote the length of runr by |r|. We put|r| = ω for r ∈ Rω(IS).
We writeR(IS) for Rfin(IS) ∪Rω(IS).

Giveni, j < ω andr = l0a0 . . . an−1ln ∈ Rn(IS) such thati ≤ j ≤ n, we write
r[i..j] for liai . . . aj−1lj .

DEFINITION 3 (LOCAL RUNS). — Givenr = l0a0 . . . an−1ln ∈ LΣe(ActΣeLΣe)
n

andΓ ⊆ Σ, we writerΓ for the correspondinglocal run

l0Γa0
Γ . . . an−1

Γ lnΓ ∈ LΓ(ActΓLΓ)n

of Γ in whichljΓ = 〈lji : i ∈ Γ〉 andaj
Γ = 〈aj

i : i ∈ Γ〉.
DEFINITION 4 (INDISCERNIBILITY ). — Givenr′, r′′ ∈ R(IS) and i ≤ |r′|, |r′′|,
we writer′ ∼Γ,i r′′ if r′[0..i]Γ = r′′[0..i]Γ. We writer′ ∼Γ r′′ for the conjunction of
r′ ∼Γ,|r′| r′′ and|r′| = |r′′|.

Runs of lengthn < ω are indeed sequences of2n + 1 states and actions. The
definitions ofr[i..j] andrΓ for infinite r are similar. Sequences of the formr∅ consist
of 〈〉s, and, consequently,[r]∅ is the class of all the runs of length|r|. Obviously∼Γ,n

and∼Γ are equivalence relations onR(IS).

DEFINITION 5. — We denote{r′ ∈ R(IS) : r′ ∼Γ r} by [r]Γ.

Our semantics forATLDP
iR is based on a coordinated form of strategy.

DEFINITION 6 (COORDINATED STRATEGIES AND OUTCOMES INATLDP
iR ). —

Given aΓ ⊆ Σ, a strategy forΓ in IS is a function of type

{rΓ : r ∈ Rfin(IS)} → ActΓ.

We writeS(Γ, IS) for the set of all the strategies forΓ in the considered interpreted
systemIS. Givens ∈ S(Γ, IS) andr ∈ Rfin(IS), we writeout(r, s) for the set

{r′ = l0a0 . . . an−1ln . . . ∈ Rω(IS) : r′[0..|r|] = r, aj
Γ = s(r[0..j]Γ) for all j ≥ |r|}.
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of theoutcomesof r whenΓ sticks tos from time|r| on. Given anX ⊆ Rfin(IS),
out(X, s) is

⋃
r∈X

out(r, s).

Strategies, as defined above, are determined by the local view of the considered
coalition and are thereforeuniform.

DEFINITION 7 (MODELLING RELATION OF ATLDP
iR ). — The relationIS, r |= ϕ is

defined forr ∈ Rfin(IS) and formulasϕ by the clauses:

IS, r 6|= ⊥;
IS, l0a0 . . . an−1ln |= p iff V (ln, p) for atomic propositionsp;
IS, r |= ϕ ⇒ ψ iff either IS, r 6|= ϕ or IS, r |= ψ;
IS, r |= DΓϕ iff IS, r′ |= ϕ for all r′ ∈ [r]Γ;
IS, r |= 〈〈Γ〉〉 ◦ ϕ iff there exists ans ∈ S(Γ, S) such that

IS, r′[0..|r|+ 1] |= ϕ for all r′ ∈ out([r]Γ, s);
IS, r |= 〈〈Γ〉〉(ϕUψ) iff there exists ans ∈ S(Γ, S) such that

for everyr′ ∈ out([r]Γ, s) there exists ak < ω

such thatIS, r′[0..|r|+ i] |= ϕ for all i < k and
IS, r′[0..|r|+ k] |= ψ;

IS, r |= [[Γ]](ϕUψ) iff for everys ∈ S(Γ, S) there exists
an r′ ∈ out([r]Γ, s) and ak < ω such that
IS, r′[0..|r|+ i] |= ϕ for all i < k and
IS, r′[0..|r|+ k] |= ψ;

IS, r |= ªϕ iff |r| > 0 andIS, r[0..|r| − 1] |= ϕ;
IS, r |= (ϕSψ) iff there exists ak ≤ |r| such that

IS, r[0..n− i] |= ϕ for all i < k

andIS, r[0..n− k] |= ψ.

Validity of formulas in entire interpreted systems and on the class of all interpreted
systems, that is, in the logicATLDP

iR , is defined as satisfaction at all0-length runs in
the considered interpreted system, and at all the0-length runs in all the systems in the
considered class, respectively.

As mentioned in the introduction, coordinated strategies render|=ATLDP
iR

decid-
able for finite interpreted systems, as opposed to the weaker form of coalition strategy,
which is established in the literature.

DEFINITION 8 (UNCOORDINATED COALITION STRATEGIES). — Anuncoordinated
strategyfor Γ is a vectors = 〈si : i ∈ Γ〉 of functionssi of type{ri : r ∈
Rfin(IS)} → Act i.

Obviously uncoordinated strategies can be viewed as a special case of coordinated
strategies. Interestingly, our completeness result for a subset ofATLDP

iR below applies
to the semantics based on uncoordinated strategies as well. Moreover, it applies even
in case we allow onlyconstantstrategies, that is, strategiess which satisfys(r) = a
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for some fixed (vector of) actionsa and allr. All these classes of coalition strategies
produce the same set of valid formulas, that is, the same logic.

Abbreviations>, ¬, ∨, ∧ and⇔ have their usual meanings. To keep the use of(
and) down, we assume that¬ and the unary modalitiesª, . . . , including the derived
ones which we introduce below, bind the strongest, the binary modalities〈〈Γ〉〉(.U.)
and [[Γ]](.U.), and the derived ones below, bind the weakest, and their parentheses
are never omitted, and the binary boolean connectives come in the middle, in de-
creasing order of their binding power as follows:∧, ∨, ⇒ and⇔. In formulas,
coalitions can be enumerated without the{ and }. E.g., the shortest way to write
〈〈{1}〉〉(((p ⇒ q) ∧ P{1}r)UD{2,3}(r ∨ q))) is 〈〈1〉〉((p ⇒ q) ∧ P1rUD2,3(r ∨ q)).

The temporal connectives♦− and¯ and the temporal constantI, which identifies
0-length runs, are defined by the clauses

♦−ϕ ­ (>Sϕ), ¯ϕ ­ ¬♦−¬ϕ andI ­ ¬ª>.

We abbreviateª . . .ª︸ ︷︷ ︸
n times

ϕ toªnϕ. We writeP for the dual ofD:

PΓϕ ­ ¬DΓ¬ϕ.

The rest of the combinations of the cooperation modality and future temporal connec-
tives are defined by the clauses

〈〈Γ〉〉♦ϕ ­ 〈〈Γ〉〉(>Uϕ) [[Γ]]♦ϕ ­ [[Γ]](>Uϕ)
〈〈Γ〉〉¤ϕ ­ ¬[[Γ]]♦¬ϕ [[Γ]]¤ϕ ­ ¬〈〈Γ〉〉♦¬ϕ
〈〈Γ〉〉(ϕWψ) ­ ¬[[Γ]](¬ψU¬ψ ∧ ¬ϕ) [[Γ]](ϕWψ) ­ ¬〈〈Γ〉〉(¬ψU¬ψ ∧ ¬ϕ)

In our model-checking algorithm, to facilitate the presentation, we adopt〈〈Γ〉〉(ϕWψ)
as basic instead of[[Γ]](ϕUψ), which can be defined as¬〈〈Γ〉〉(¬ψW¬ψ ∧ ¬ϕ).

2. Finite branching, a reduction of (.U.)-goals to epistemic♦-goals and the
subsetATL♦

iR

Given a formulaξ, we writelevelΓξ for the formula

DΓ(ξ ∧ ¬ª♦−ξ) ∧ 〈〈∅〉〉 ◦ 〈〈∅〉〉¤¬ξ.

PROPOSITION9. — Let r ∈ Rfin(IS) and letIS, r |= levelΓξ. Then, for allr′ ∈
Rω(IS) such thatr′[0..|r|] ∼Γ r, IS, r′[0..k] |= ξ is equivalent tok = |r|.

Furthermore,levelΓξ is equivalent toDΓlevelΓξ in ATLDP
iR . Given anr ∈ Rfin(IS)

such thatIS, r |= levelΓξ, the knowledge oflevelΓξ can be used byΓ to realise that
the actual run is of the same length asr. To obtainIS, r |= levelΓξ, one can always
chooseξ to beª|r|I. Formulasη which change their truth value at most once along
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every run can sometimes be used to define aξ that identifies the point of change by
puttingξ ­ η ∧ ¬ªη. Examples include♦−p andD∆♦−(I ∧ p).

PROPOSITION10. — The formula

levelΓξ ⇒ (〈〈Γ〉〉(ϕUψ) ⇔ 〈〈Γ〉〉♦DΓ♦−(ψ ∧ (ªϕSξ))) (1)

is valid on the class of interpreted systems with finitely many initial states and finitely
many successor states to every given state.

This formula states that ifΓ is capable of enforcing(ϕUψ), then it is also ca-
pable of enforcing a development which givesΓ sufficient evidence that(ϕUψ) was
realised.

PROOF. — Let us abbreviateψ ∧ (ªϕSξ) by Φ. Assume thatr ∈ Rfin(IS) and
IS, r |= levelΓξ ∧ ¬〈〈Γ〉〉♦DΓ♦−Φ. Then for everys ∈ S(Γ, IS) there exists an
r′ ∈ out([r]Γ, s) such that for allk < ω there exists anr′′ ∈ R|r|+k(IS) such
thatr′′ ∼Γ,|r|+k r′ andIS, r′′ |= ¬♦−Φ. Let 〈T,≺〉 be the forest in which

T = {r′[0..|r|+ k] : r′ ∈ out([r]Γ, s), k < ω}

andr′ ≺ r′′ iff |r′′| > 0 andr′ = r′′[0..|r′′| − 1]. SinceActΣe is finite, 〈T,≺〉
is a finitely branching forest. SinceIS has finitely many initial states,〈T,≺〉 is the
union of finitely many trees. According to our assumption,〈T,≺〉 contains chains
r0 ≺ . . . ≺ rk of arbitrarily big lengths such thatIS, rn |= ¬Φ for all n = |r|, . . . , k.
Then, by König’s Lemma,〈T,≺〉 has an infinite sequence of nodesr0 ≺ r1 ≺ . . .

such thatIS, rk |= ¬Φ for all k < ω. A direct check shows that ifr′ ∈ (LΣeActΣe)
ω

is determined by the conditionsr′[0..k] = rk, k < ω, thenr′ ∈ out([r]Γ, s) and
IS, r′[0..k] 6|= Φ for all k ≥ |r|. SinceIS, r′[0..|r|] |= levelΓξ, IS, r′[0..k] |= ξ holds
for k = |r| and no otherk, by Proposition 9. NowIS, r′[0..k] 6|= Φ for all k ≥ |r|
implies thatr′ does not satisfy the objective(ϕUψ) from time|r| on. Since this holds
about anys ∈ S(Γ, IS), IS, r 6|= 〈〈Γ〉〉(ϕUψ).

Now assume thatIS, r |= levelΓξ∧〈〈Γ〉〉♦DΓ♦−Φ. Then there exists ans ∈ S(Γ, IS)
such that for everyr′ ∈ out([r]Γ, s) there exists ak ≥ |r| such thatIS, r′[0..k] |= Φ.
The latter means thatIS, r′[0..k] |= ψ, there exists anm ≤ k such thatIS, r′[0..m] |= ξ,
andIS, r′[0..n] |= ϕ for all n = m, . . . , k − 1. The only possible choice form is
m = |r|, by Proposition 9. Hencer′ satisfies(ϕUψ) from time |r| on, and therefore
the existence of ans as above entailsIS, r |= 〈〈Γ〉〉(ϕUψ). ¥

Similarly, in interpreted systems with finite degree of branching we have

levelΓξ ⇒ ([[Γ]](ϕUψ) ⇔ [[Γ]]♦PΓ♦−(ψ ∧ (ªϕSξ))). (2)

A counterexample for the case of infinite degree of branching can easily be obtained
for, e.g,[[1]](>Up), by bunching togetherω many runs, with runi reaching ap-state at
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stepi for the first time in a system in whichp is undetectable to agent1. (Agent1 can
be prevented from detectingp by, e.g., choosing1’s local state space to be a singleton.)

The formulas (1) and (2) show that goals of the form(ϕUψ) can be reduced to
goals of the forms♦DΓθ and¤DΓθ in such models, yet with the choice ofθ in the
latter goal form depending on the particular finite run of the model, and not only on
the givenϕ andψ. In other words,(.U.)-goals are locally expressible by epistemic
♦-goals. The relevant epistemic♦-goals are about eventually learning that the orig-
inal (.U.)-goal has been achieved. Goals of the forms◦ϕ and¤ϕ can be similarly
reformulated as epistemic goals because

|=ATLDP
iR

〈〈Γ〉〉 ◦ ϕ ⇔ 〈〈Γ〉〉 ◦ DΓϕ and |=ATLDP
iR

〈〈Γ〉〉¤ϕ ⇔ 〈〈Γ〉〉¤DΓϕ. (3)

In these latter cases no auxiliary formula is involved to make the corresponding epis-
temic goal depend on the reference finite run.

The formulas (1), (2) and (3) show thatATLDP
iR can be regarded as a theory in a

subset of its in which goals are restricted to have the forms◦DΓθ, ¤DΓθ and♦DΓθ.
We call this subsetATL♦

iR to indicate that♦ (and its dual¤) are the only fixpoint
temporal operators allowed to combine with the cooperation modalities. The syntax
of ATL♦

iR formulas can be defined by the BNF

ϕ ::= ⊥ | p | (ϕ ⇒ ϕ) | ªϕ | (ϕSϕ) | DΓϕ | 〈〈Γ〉〉 ◦ ϕ | 〈〈Γ〉〉¤ϕ | 〈〈Γ〉〉♦DΓϕ

and its semantics on interpreted systems is as that ofATLDP
iR . We keep the double

occurrence ofΓ in formulas of the form〈〈Γ〉〉♦DΓϕ for the sake of compatibility with
the more general syntax ofATLDP

iR .

In the sequel we present a complete axiomatisation ofATL♦
iR with respect to the

class of its finite models. The axiomatisation is sound on the class of the interpreted
systems with finitely many initial states and finitely many successors to every state,
already considered in Section 2. The completeness entails that validity ofATL♦

iR

formulas is decidable on this class of systems as a corollary to the (strong) finite model
property. Both the completeness and the decidability of validity apply to the case of
uncoordinated strategies as well.

3. A complete proof system forATL♦
iR

The system consists of the set of all propositional tautologies, the ruleModus Po-
nens(MP ) and the following axioms and rules:
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Axioms and rules about the epistemic operatorD.

(KD) DΓ(ϕ ⇒ ψ) ⇒ (DΓϕ ⇒ DΓψ)
(TD) DΓψ ⇒ ψ
(4D) DΓψ ⇒ DΓDΓψ
(5D) ¬DΓψ ⇒ DΓ¬DΓψ

(MonoD) DΓψ ⇒ DΓ∪∆ψ

(ND)
ϕ

DΓϕ

(INT )
χ ⇒ PΓ(p ∧ ψ) ∨ P∆(¬p ∧ ψ)

χ ⇒ PΓ∪∆ψ
p 6∈ Var(ψ) ∪Var(χ)

Axioms and rules aboutª and(.S.)
(ª⊥) ¬ª⊥
(Kª) ª(ϕ ⇒ ψ) ⇔ (ªϕ ⇒ ªψ)

(FP (.S.)) (ϕSψ) ⇔ ψ ∨ (ϕ ∧ ª(ϕSψ))

(Monoª)
ϕ ⇒ ψ

ªϕ ⇒ ªψ

(N¯)
ϕ

¯ϕ

GeneralATL axioms and rules
(〈〈.〉〉 ◦ ⊥) ¬〈〈Γ〉〉 ◦ ⊥
(〈〈.〉〉 ◦ >) 〈〈Γ〉〉 ◦ >

(S) 〈〈Γ〉〉 ◦ ϕ ∧ 〈〈∆ \ Γ〉〉 ◦ ψ ⇒ 〈〈Γ ∪∆〉〉 ◦ (ϕ ∧ ψ)

(Mono〈〈.〉〉◦)
ϕ ⇒ ψ

〈〈Γ〉〉 ◦ ϕ ⇒ 〈〈Γ〉〉 ◦ ψ

(N〈〈∅〉〉¤)
ϕ

〈〈∅〉〉¤ϕ

Axioms about the interaction between the temporal, the cooperation and the
epistemic modalities

(D◦) 〈〈Γ〉〉 ◦ ϕ ⇔ DΓ〈〈Γ〉〉 ◦ ϕ, 〈〈Γ〉〉 ◦ ϕ ⇔ 〈〈Γ〉〉 ◦ DΓϕ
(D¤) 〈〈Γ〉〉¤ϕ ⇔ DΓ〈〈Γ〉〉¤ϕ, 〈〈Γ〉〉¤ϕ ⇔ 〈〈Γ〉〉¤DΓϕ
(PR) ªDΓϕ ⇒ DΓªϕ

(〈〈.〉〉 ◦ ª) 〈〈Γ〉〉 ◦ (ªϕ ∧ ψ) ⇔ DΓϕ ∧ 〈〈Γ〉〉 ◦ ψ, ª〈〈∅〉〉 ◦ ϕ ⇒ 〈〈∅〉〉 ◦ ªϕ
(DI) DΓI ∨ DΓ¬I

(FP♦D) 〈〈Γ〉〉♦DΓψ ⇔ DΓψ ∨ 〈〈Γ〉〉 ◦ 〈〈Γ〉〉♦DΓψ
(LFP♦D) PΓψ ∧ 〈〈∅〉〉¤(PΓψ ⇒ [[Γ]] ◦ PΓψ) ⇒ [[Γ]]¤PΓψ

(FP¤) 〈〈Γ〉〉¤ψ ⇔ DΓψ ∧ 〈〈Γ〉〉 ◦ 〈〈Γ〉〉¤ψ

The condition of finite degree of branching from Section 2 is relevant to the sound-
ness ofLFP♦D, which can be shown unsound on the class of all interpreted systems.
Establishing the soundness ofINT andLFP♦D requires some non-trivial steps, which
we give in detail next.
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INT : This rule is easier to prove correct by first reformulating it in terms ofD., by
means of duality and some De Morgan transformations:

(INT ′)
DΓ(p ⇒ ψ) ∧ D∆(¬p ⇒ ψ) ⇒ χ

DΓ∪∆ψ ⇒ χ
p 6∈ Var(ψ), Var(χ).

This formulation enables the informal readingif a conditionp can be identified such
that Γ knowψ in casep holds, and∆ knowψ otherwise, thenΓ ∪ ∆ knowψ un-
conditionally, and vice versa, and therefore the same logical consequencesχ can be
obtained from both premises.In a language with quantification over propositional
variables, which evaluate to sets of states, it would be possible to replaceINT by the
axiom

∃p(DΓ(p ⇒ ψ) ∧ D∆(¬p ⇒ ψ)) ⇔ DΓ∪∆ψ.

In order to enable the construction of suitable valuations forp, which we need for
establishing the soundness ofINT , we use the fact that the satisfaction of formulas
at an arbitrary interpreted systemIS is preserved under theunravellingof IS into a
correspondingforest-likeinterpreted systemIST , which is defined as follows:

DEFINITION 11. —Theunravelling of interpreted system

IS = 〈〈Li : i ∈ Σe〉, I, 〈Act i : i ∈ Σe〉, t, V 〉,

is the interpreted system

IST = 〈〈L1, . . . , L|Σ|, LT
e 〉, IT , 〈Act i : i ∈ Σe〉, tT , V T 〉,

for the same vocabularyAP and set of agentsΣ, where:

LT
e = Rfin(IS);

IT = {〈lΣ, 〈lΣ, le〉〉 : 〈lΣ, le〉 ∈ I};
tT (〈lΣ, r〉, a) = 〈l′Σ, ral′〉, wherel′ = t(〈lΣ, le〉, a), in casel is the last state inr;
V T (〈lΣ, r〉, p) iff V (l, p) in casel is the last state inr.

A direct check shows that all the reachable states inIST have the form〈lΣ, r〉
wherelΣ is the vector of the last local states of the agents inr. This renders defining
V T and tT on states which do not have this form irrelevant. Furthermore, for all
n < ω, r = l0a0l1a1 . . . an−2ln−1an−1ln ∈ Rn(IS) and formulasϕ, IS, r |= ϕ is
equivalent toIST , rT |= ϕ where

rT = 〈l0Γ, r[0..0]〉a0〈l0Γ, r[0..1]〉a1 . . . an−2〈lnΓ, r[0..n− 1]〉an−1〈lnΓ, r〉.

Hence,IST andIS satisfy the same formulas. Furthermore, for everyr ∈ Rfin(IS)
there exists a unique runrT ∈ Rfin(IST ) such that the last environment local state in
rT is r, i.e.,tT defines aforest, with one tree rooted at each initial state fromIT . This
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makes it possible to use the satisfaction of an auxiliary propositional variablep 6∈ AP
as the membership condition for an arbitrary set offinite runsin IST .

Now let IS, r |= DΓ∪∆ψ ∧ ¬χ for somer ∈ Rfin(IS). Then the same formula is
satisfied atrT in IST . According to the side condition ofINT ′, we can assume that
the variablep from the premiss of the rule is not inAP . Let IST

p be an interpreted
system exactly likeIST , except for havingp included in the domain of its valuation
relation, which we denote byV T

p . LetV T
p (〈lΣ, r′〉, p) be equivalent tor′ ∈ Rfin(IS)\

[r]Γ. Then a direct check shows thatIST
p , rT |= DΓ(p ⇒ ψ) ∧ D∆(¬p ⇒ ψ). Since

IST
p is the same asIST for formulas written inAP , IST

p , rT |= ¬χ. Hence we have
shown that, unless the conclusion ofINT ′ is valid, the premiss is not valid either.

INT is a special case of a rule which was proposed in (Balbiani & Vakarelov,
2001) as part of an axiomatisation of propositional dynamic logic withintersection,
which is the operation needed to define the indistinguishability relations of distributed
knowledge:[r]Γ =

⋂
i∈Γ

[r]i. The unravelling step in our soundness argument forINT

is needed in order to handle our perfect recall semantics. An alternative approach to
the axiomatisation of distributed knowledge was taken in (van der Hoek & Meyer,
1996). That work suggests thatINT might be expendable, but we found the technique
of driving models to conform with the standard semantics ofDΓ by a sequence of
specialising tranformations from that work too heavy to adapt to our setting as it has
many other non-trivial features.

LFP♦D: Let s ∈ S(Γ, IS) andr ∈ Rfin(IS). Then

IS, r |= 〈〈∅〉〉¤(PΓψ ⇒ [[Γ]] ◦ PΓψ)

means that for allr′ ∈ Rinf (IS) and allk ≥ |r|, the existence of anr′′ ∈ [r′[0..k]]Γ
such thatIS, r′′ |= ψ implies the existence of anr′′′ ∈ out([r′[0..k]]Γ, s) such that
IS, r′′′[0..k + 1] |= ψ. Together withIS, r |= PΓψ, this entails the existence of
an infinite sequence of finite runsr′|r|, r

′
|r|+1, . . . such thatr′|r| ∈ [r]Γ, and for every

k ≥ |r| there exists anr′′k+1 ∈ out([r′k]Γ, s) such thatr′k+1 ∈ [r′′k+1[0..k + 1]]Γ,
and IS, r′k |= ψ for all k < ω. Sincer′k[0..n] ∈ [rn]Γ for all n ∈ {|r|, . . . , k},
IS, r′k[0..n] |= PΓψ for all k ≥ |r| and alln ∈ {|r|, . . . , k}. By König’s Lemma, this
entails the existence of an infiniterω ∈ out([r]Γ, s) such thatIS, rω[0..k] |= PΓψ
for all k ≥ |r|. Since no restriction was imposed on the choice ofs ∈ S(Γ, IS), we
haveIS, r |= [[Γ]]¤PΓψ. The soundness of the rest of the axioms and rules can be
established by direct checks.

The soundness of the axioms(FP♦D) and(LFP♦D) shows that〈〈Γ〉〉♦DΓ(.) ad-
mits a fixpoint characterisation, which is crucial for the possibility to adapt standard
techniques for demonstrating the completeness of the system. No such characterisa-
tion can be achieved for general(.U.)-goals, because of the validity of the equivalence
〈〈Γ〉〉(ϕUψ) ⇔ DΓ〈〈Γ〉〉(ϕUψ) in which DΓ, if considered separately, has a greatest
fixpoint characterisation, whereas(.U.) is a least fixpoint. In practical terms the dif-
ficulty arises from the fact that achieving(ϕUψ) need not become known to the con-
sidered coalition immediately, that is, as soon as a state which satisfiesψ is reached
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for the first time, and, in the case of infinite sets of available actions, which we have
ruled out, may as well never become known, despite that the right strategy is being
followed.

4. Completeness of the proof system forATL♦
iR

In this section we fix an arbitrary formulaϕ which is consistent in our proof system
and construct a finite interpreted system which satisfies it. By a standard argument this
entails the completeness of our proof system. For the sake of simplicity we assume
thatϕ is consistent withI and construct anIS which satisfiesϕ at an initial state (0-
length run.) The satisfiability ofϕ at any finite run is equivalent to the satisfiability of
[[∅]]♦ϕ at a0-length one. The satisfying interpreted system is built for a fixed set of
agentsΣ = {1, . . . , N}, which is assumed to include all the agents occurring inϕ, and
possibly others. In complete informationATL, with no environment, satisfiability may
depend on whether all the members ofΣ occur in the considered formula (Goranko
& Shkatov, 2009). In our setting, there is no such difference because the environment
can simulate any number of agents and yet cannot be described as being part of any
coalition in the logic.

4.1. Auxiliary propositional variables

The vocabularyAP for the interpreted system to be constructed isVar(ϕ). The
construction involves derivability from formulas with occurrences of some fresh aux-
iliary variables, which we introduce next. Giveni ∈ Σ andΓ ⊆ Σ, we writeΓ<i for
Γ ∩ {1, . . . , i − 1}, for the sake of brevity. The auxiliary variables that we are about
to use are

qψ,i,Γ for all formulasψ written inAP, Γ ⊆ Σ andi ∈ Γ<max Γ.

We use these variables to construct the formulas

pψ,i,Γ ­ qψ,i,Γ∧
∧

j∈Γ<i

¬qψ,j,Γ, i ∈ Γ<max Γ, andpψ,max Γ,Γ ­
∧

j∈Γ<max Γ

¬qψ,j,Γ.

Obviously these formulas satisfỳ
∨

i∈Γ

pψ,i,Γ and` ¬(pψ,i,Γ ∧ pψ,j,Γ) for i 6= j. We

putpψ,max Γ,Γ ­ > in case|Γ| = 1. We usepψ,i,Γ to construct the formulas

Di,Γψ ­ Di(pψ,i,Γ ⇒ ψ), i ∈ Γ.

Informally,pψ,i,Γ can be regarded as a condition which, together withi’s other knowl-
edge, is sufficient fori to inferψ.

Given a set of formulasx written inAP , we writex for the set

x ∪ {Di,Γψ : Var(ψ) ⊆ AP,`
∧

x ⇒ DΓψ, i ∈ Γ,Γ ⊆ Σ}.
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LEMMA 12. — Let x be a consistent set of formulas written inAP . Thenx is con-
sistent too.

PROOF. — Letψ andΓ ⊆ Σ be such thatDΓψ ∈ x. Assume thatx0 is an inconsistent
finite subset ofx for the sake of contradiction. Thenx0 ∪ {Dj(pψ,j,Γ ⇒ ψ) : j ∈ Γ}
is still a subset ofx, and obviously inconsistent too. The only formulas in the latter set
which have occurrences of the propositional variablesqψ,j,Γ, j ∈ Γ<max Γ are those
explicitly listed above.

Given an arbitrary set of formulasy with no occurrences ofqψ,i,Γ, i ∈ Γ \minΓ,
let

yi = y ∪ {Dj(pψ,j,Γ ⇒ ψ) : j ∈ Γ<i} ∪ {DΓ∩{i,... max Γ}(
∧

j∈Γ<i

¬qψ,j,Γ ⇒ ψ)}

for all i ∈ Γ. Then, ifi > minΓ, the inconsistency ofyi implies the inconsistency of
yi′ wherei′ = max Γ<i, by a single application of the ruleINT to

∧
yi′ ⇒




Pi′
(
qψ,i′,Γ ∧

∧
j∈Γ<i′

¬qψ,j,Γ ∧ ¬ψ
)∨

PΓ∩{i,... max Γ}
(¬qψ,i′,Γ ∧

∧
j∈Γ<i′

¬qψ,j,Γ ∧ ¬ψ
)


 ,

which is a presumedly valid formula expressing the inconsistency ofyi. Hence the
inconsistency ofymax Γ entails the inconsistency ofymin Γ which isy ∪ {DΓψ}. Now
choosingy to bex0 \ {Dj(pψ,j,Γ ⇒ ψ) : j ∈ Γ} entails that the inconsistency ofx0

can be reduced to the inconsistency of another finite subset ofx, with no occurrences
of the variablesqψ,j,Γ, j ∈ Γ<max Γ, nor of any other variables outsideAP which do
not occur inx0. By repeating this reasoning we can eliminate all the formulas with
auxiliary variables in them fromx0 within finitely many steps, because of the finite-
ness ofx0, at the cost of adding formulas of the formDΓψ, which, by the definition
of x, satisfyDΓψ ∈ x. The resulting inconsistent set is a subset ofx, which is a
contradiction. ¥

The use of the formulasDi,Γψ and the sets of the formx becomes clear further
below.

4.2. An IS-like structure with non-distributed global states

Now we are ready to construct an interpreted system which satisfies the given
consistent formulaϕ. We start by defining a structure which differs from an interpreted
system only in the form of its global states, which are not tuples of local states.

In the sequel we denote the set

{ψ,¬ψ : ψ ∈ Subf(ϕ) ∪
⋃

i∈Γ

Subf(DiI) ∪ Subf(〈〈i〉〉 ◦ >)}
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of the subformulas ofϕ and the above special purpose formulas, and their negations,
by C for the sake of brevity. According toATL♦

iR syntax, the well-formedness of
〈〈Γ〉〉♦DΓϕ follows from that ofϕ immediately. Despite that, in the definition ofC
above and elsewhere we assume thatDΓϕ is a subformula of〈〈Γ〉〉♦DΓϕ too, like in
ATLDP

iR .

Below we use the maximal consistent subsets ofC as the principal building block
of global states, thus assigning toC the part commonly played by an appropriate
form of Fisher-Ladner closure, which typically includes some more formulas that are
related to the target oneϕ. Whenever some formulaψ is not necessarily inC, we write
` ∧

x ⇒ ψ, and, sometimes,x ∪ {ψ} is consistentfor appropriatex ⊂ C, instead of
ψ ∈ x for the corresponding subsetsx of a closure.

Let W be the set of all the maximal consistent subsets ofC. W is a subset ofP(C)
and is therefore finite. Given a subsetX of W , we denote the formula

∨
w∈X

∧
w by

X̂. For every formula of the form〈〈Γ〉〉♦DΓψ ∈ C we define the sequencesWΓ,ψ
n and

WΓ,ψ
≤n of subsets ofW , n < ω, by the clauses

WΓ,ψ
0 = {w ∈ W :` ∧

w ⇒ DΓψ};

WΓ,ψ
n+1 = {w ∈ W \WΓ,ψ

≤n : 〈〈Γ〉〉♦DΓψ ∈ w andw is consistent with〈〈Γ〉〉 ◦ ŴΓ,ψ
≤n };

WΓ,ψ
≤n =

⋃
m≤n

WΓ,ψ
m for all n < ω.

The setsWΓ,ψ
n (WΓ,ψ

≤n ) consist of those maximal consistent subsets ofC which state
thatΓ can achieve the goal♦DΓψ in (at most)n steps. SinceW is finite, there exists
ann0 ≤ |W | − 1 such thatWΓ,ψ

≤n0
= WΓ,ψ

≤n for all n ≥ n0:

LEMMA 13. —
⋃

n<ω
WΓ,ψ

n =
⋃

n≤|W |−1

WΓ,ψ
n .

We write WΓ,ψ
+ for

⋃
n<ω

WΓ,ψ
n andWΓ,ψ

− for W \ WΓ,ψ
+ , respectively. The fol-

lowing lemma shows that statesw ∈ WΓ,ψ
− , which, as explained above, rule outΓ

achieving♦DΓψ in within |W | − 1 steps, are not consistent with〈〈Γ〉〉♦DΓψ.

LEMMA 14. — Let 〈〈Γ〉〉♦DΓψ ∈ C andw ∈ WΓ,ψ
− . Then〈〈Γ〉〉♦DΓψ is not consis-

tent withw.

PROOF. — If w ∈ WΓ,ψ
− , then, by the definition ofWΓ,ψ

− , the duality between〈〈Γ〉〉◦
andDΓ, and [[Γ]]◦ andPΓ, respectively, and the fact that eitherDΓψ ∈ w, or (an
equivalent of)PΓ¬ψ ∈ w because the former is a subformula of〈〈Γ〉〉♦DΓψ, we have

`
∧

w ⇒ PΓ¬ψ and `
∧

w ⇒ [[Γ]] ◦ PΓ¬ŴΓ,ψ
≤m for all m < ω,
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whence

` ŴΓ,ψ
− ⇒ PΓ¬ψ and ` ŴΓ,ψ

− ⇒ [[Γ]] ◦ PΓŴΓ,ψ
− ,

respectively. By applying an extraPΓ to each side of⇒ in the above formulas, as
possible due toKD andND, and then using the equivalences

[[Γ]]◦PΓŴΓ,ψ
− ⇔ PΓ[[Γ]]◦PΓŴΓ,ψ

− andPΓPΓ[[Γ]]◦PΓŴΓ,ψ
− ⇔ PΓ[[Γ]]◦PΓŴΓ,ψ

− ,

which can be derived from the axiomsD◦, 4D andTD, and, similarly, the equivalence
PΓPΓ¬ψ ⇔ PΓ¬ψ, we obtain

` PΓŴΓ,ψ
− ⇒ PΓ¬ψ and ` PΓŴΓ,ψ

− ⇒ [[Γ]] ◦ PΓŴΓ,ψ
− .

By the ruleN〈〈∅〉〉¤, we havè 〈〈∅〉〉¤(PΓŴΓ,ψ
− ⇒ [[Γ]] ◦ PΓŴΓ,ψ

− ). Since

PΓŴΓ,ψ
− ∧ 〈〈∅〉〉¤(PΓŴΓ,ψ

− ⇒ [[Γ]] ◦ PΓŴΓ,ψ
− ) ⇒ [[Γ]]¤PΓŴΓ,ψ

−

is an instance of axiomLFP♦D, we infer` PΓŴΓ,ψ
− ⇒ [[Γ]]¤PΓ¬ψ. Together with

` ŴΓ,ψ
− ⇒ PΓŴΓ,ψ

− , this entails the lemma. ¥
In the rest of the completeness proof we take account of the fact that the possibility

of achieving any single goal of the form♦DΓψ within |W | steps is based on the
consistency ofws from W with steps whichmake progresson the goal in question,
i.e., change a state inWΓ,ψ

≤x+1 to one inWΓ,ψ
≤x for somex < |W | − 1, and does

not imply that progress can be made on two or more♦DΓ-goals in parallel. Next
we define the states of theIS-like structure which we are constructing to include a
w ∈ W , and two numbersk < |C||W | ands ∈ {0, 1}. The purpose ofk ands is
to identify a♦DΓ-goal fromC, which, if achievable according tow, is allowed the
exclusive opportunity to make progress from the considered state. All the other♦DΓ-
goals which are achievable toopreserve their prospectswithout necessarily making
progress, i.e., the corresponding formulas〈〈Γ〉〉♦DΓχ ∈ w recur in successor states,
until a state with the appropriate value ofk is reached.

DEFINITION 15. —Let 〈〈Γq〉〉♦DΓqψq, q = 0, . . . , M − 1, be all the formulas of
the form〈〈Γ〉〉♦DΓψ in C. The set of the global states of ourIS-like structure is
S = W × {0, . . . , M |W | − 1} × {0, 1}.

As it becomes clear from the definition of the transition relation below, behaviours
always start at states〈w, k, s〉 with k = 0. Transitions increasek moduloM |W |. This
wayk partitions every run into intervals of lengthM |W |, each consisting ofM subin-
tervals of length|W |, theqth subinterval being awindow of opportunityfor making
progress on〈〈Γq〉〉♦DΓqψq, q = 0, . . . , M − 1. The value ofs indicates whetherΓq

has been pursuing♦DΓqψq continuously from the beginning of the window of oppor-
tunity, that is, whether it is early enough for the goal to be reached within the window
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of opportunity, as it may take up to|W | steps, which is the full length of the window,
for the goal to be achieved. Transition to a state withs = 1 is possible in the begin-
ning of the window of opportunity for♦DΓq

ψq, and within it, only in case the latest
action ofΓq is aimed at♦DΓqψq. Throughout the window for♦DΓqψq, action tuples
in which the members ofΓq are not unanimous about♦DΓq

ψq lead to successor states
with s = 0, in which♦DΓq

ψq may as well be abandoned.

DEFINITION 16. —An action for agenti ∈ Σ is a formula of the form〈〈Γ〉〉 ◦ γ such
that i ∈ Γ andγ ∈ C.

Intuitively, action〈〈Γ〉〉 ◦ γ is the part of agenti in Γ’s effort to achieve the goalγ.
Agenti can perform〈〈Γ〉〉 ◦ γ, regardless of whether the rest of the members ofΓ are
also doingγ, and regardless of whetherΓ can achieveγ in the reference state at all.
However, unless these two conditions are met, this is not guaranteed to bringγ.

DEFINITION 17. —Leta = 〈〈〈Γ1〉〉◦γ1, . . . , 〈〈ΓN 〉〉◦γN 〉 be a vector of actions, one
for every agent fromΣ, and letΓ ⊆ Σ. Γ is said to beunanimousin a if Γi = Γ and
γi is the same formula for alli ∈ Γ.

Unlike agents’ actions, environment’s actions are aimless; they just ensure that
whatever agents do not prevent can actually happen. The description of a successor
state always includes the goals achieved by agent actions and some formulas about the
past. We assume that the environment works to complete this description by trying to
include into it each of the remaining formulas fromC in some order of its choosing.
Only the formulas which do not destroy consistency become added. The result is a
description of the new state as a maximal consistent subset ofC and depends on the
chosen ordering ofC.

DEFINITION 18. —An environment actionis a linear ordering of the formulas from
C.

Let Act i be the set of the actions for agenti, i ∈ Σ, andActe be the set of the
environment actions. We definet0 : S ×ActΣe → S as follows:

Let 〈w, k, s〉 ∈ S, a = 〈〈〈∆1〉〉 ◦ δ1, . . . , 〈〈∆N 〉〉 ◦ δN , ae〉 ∈ ActΣe ,
ae = θ0 < . . . < θ|C|−1. Let the formulad(〈〈∆i〉〉◦δi, k, s) be defined fori = 1, . . . , N ,
k ∈ {0, . . . ,M |W | − 1} as follows:

d(〈〈∆i〉〉◦δi, k, s) =





DΓq

̂
W

Γq,ψq

≤|W |−r−2 if 〈〈∆i〉〉 ◦ δi is 〈〈Γq〉〉 ◦ 〈〈Γq〉〉♦DΓqψq

ands = 1;
D∆iδi otherwise,
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whereq = k div |W |, r = k mod |W |, andW
Γq,ψq

≤|W |−r−2 is defined with respect to

the givenw. Then we put1

t0(w, k, s, a) = 〈wenvironment ∪(wpast ∪wactions)∩C, (k+1) mod M |W |, s′〉
where the sets of formulaswpast andwactions are meant to encode the properties of
t0(w, k, s, a) which follow from its being a successor ofw, and the outcome of the
action tuplea, respectively, and the setwenvironment is meant to add whatever other
properties from those expressed by formulas fromC can be consistently attriibuted
to t0(w, k, s, a), as a result of the environment action. The three sets of formulas are
defined as follows:

wpast = {ªψ :` ∧
w ⇒ ψ},

wactions = {d(〈〈∆i〉〉 ◦ δi, k, s) :` ∧
w ⇒ 〈〈∆i〉〉 ◦ δi and∆i is unanimous ina, i ∈ Σ},

wenvironment is determined by the condition

θm ∈ wenvironment iff wpast∪wactions∪(wenvironment∩{θ0, . . . , θm}) is consistent

for m = 0, . . . , |C| − 1. This condition can be also spelled out as includingθm in
wenvironment at stepm iff θm is consistent withwpast ∪ wactions together with those
of θ0, . . . , θm−1 which have been added towenvironment at previous steps. To define
s′, let q′ = (k + 1) div |W |, r′ = (k + 1) mod |W |; thens′ = 1 iff either r′ = 0
and

`
∧

(wenvironment ∪ (wpast ∪ wactions) ∩ C) ⇒ 〈〈Γq′〉〉♦DΓq′ψq′ ,

or r′ 6= 0, s = 1, ` ∧
w ⇒ 〈〈Γq′〉〉 ◦ 〈〈Γq′〉〉♦DΓq′ψq′ and〈〈Γq′〉〉 ◦ 〈〈Γq′〉〉♦DΓq′ψq′ is

〈〈∆i〉〉 ◦ δi for all i ∈ Γq′ .

We need to prove thatwenvironment ∪ (wpast ∪ wactions) ∩ C ∈ W .

LEMMA 19. —The unionwenvironment ∪ (wpast ∪wactions) ∩C is a maximal con-
sistent subset ofC.

PROOF. — Sinceae is an ordering of all the formulas fromC, the defining condition
for wenvironment entails the maximality, provided thatwpast ∪ wactions is consistent.
Next we prove the consistency ofwpast ∪ wactions . Without loss of generality we
can assume thatwactions consists ofD∆iδi, i = 1, . . . , m, for somem ≤ N , pos-

sibly >, and possiblyDΓq

̂
W

Γq,ψq

≤|W |−r−2, whereq = k div |W | andr = k mod |W |
like previously, in caseΓq is unanimous ina, 〈〈Γq〉〉 ◦ 〈〈Γq〉〉♦DΓqψq occurs ina,
` ∧

w ⇒ 〈〈Γq〉〉 ◦ 〈〈Γq〉〉♦DΓqψq and s = 1. We assume that the latter condi-

tions are met and thereforeDΓq

̂
W

Γq,ψq

≤|W |−r−2 ∈ wactions . These conditions entail

1. Here and in the sequel we writet0(w, k, s, . . .), f(t, k, s), etc., instead oft0(〈w, k, s〉, . . .),
f(〈t, k, s〉), etc., for better readability.
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that w ∈ W
Γq,ψq

≤|W |−r−1. The case of noDΓq

̂
W

Γq,ψq

≤|W |−r−2 in wactions is simpler and
we skip it. We also ignore the possible presence of> in wactions as it does not
affect the consistency. The conditionw ∈ W

Γq,ψq

≤|W |−r−1 entails thatw is consis-

tent with 〈〈Γq〉〉 ◦ ̂
W

Γq,ψq

≤|W |−r−2. The unanimity of the coalitions∆1, . . . , ∆m,Γq, in
a1, . . . , aN entails that these coalitions are disjoint. Hence` ∧

w ⇒ 〈〈∆1〉〉 ◦ δ1 ∧
. . . ∧ 〈〈∆m〉〉 ◦ δm and the consistency ofw with 〈〈Γq〉〉 ◦ ̂

W
Γq,ψq

≤|W |−r−2 imply thatw

is consistent with〈〈Σ〉〉 ◦ (D∆1δ1 ∧ . . . ∧ D∆m
δm ∧ DΓq

̂
W

Γq,ψq

≤|W |−r−2), by axioms

S andD◦. Assume that{D∆1δ1, . . . , D∆m
δm, DΓq

̂
W

Γq,ψq

≤|W |−r−2} ∪ wpast is incon-

sistent for the sake of contradiction. Then there exists a finitew0
past ⊂ wpast such

that` D∆1δ1 ∧ . . . ∧ D∆mδm ∧ DΓq

̂
W

Γq,ψq

≤|W |−r−2 ⇒ ¬∧
w0

past . Then, by the rule
Mono〈〈.〉〉◦ and the axioms〈〈.〉〉 ◦ ª andTD, and the definition ofwpast , this entails

` 〈〈Σ〉〉 ◦ (D∆1δ1 ∧ . . .∧D∆mδm ∧DΓq

̂
W

Γq,ψq

≤|W |−r−2) ⇒ ¬∧
w, which is a contradic-

tion. ¥

Importantly, despite that many formulas fromwpast andwactions may be left out
of t0(w, k, s, a) because of not being inC, all of the logical consequences of these
formulas whichare in C are bound to be included int0(w, k, s, a) as members of
wenvironment .

We define the remaining componentsV0 ⊆ S × AP andI0 ⊆ S of our IS-like
structure by the clauses

V0(w, k, s, p) ↔ p ∈ w andI0 = {〈w, 0, s〉 ∈ S : I ∈ w, s = 1 iff 〈〈Γ0〉〉♦DΓ0ψ0 ∈ w}.

4.3. An interpreted system satisfying the given consistent formulaϕ

The structureIS0 = 〈S, I0, 〈Act i : i ∈ Σe〉, t0, V0〉 differs from an interpreted
system by the form of the state spaceS, which consists of "simple" global states rather
than tuples of local states. Consequently the properties of transition functions in inter-
preted systems which are related to that form cannot be formulated straightforwardly
for t0. Next we build an interpreted system

IS = 〈〈Li : i ∈ Σe〉, I, 〈Act i : i ∈ Σe〉, t, V 〉

which corresponds toIS0. We defineLe asW × {0, . . . , M |W | − 1} × {0, 1}, i.e.,
Le is the state spaceS of IS0. Li is the set of the (not necessarily maximal) consistent
subsets ofC for all i ∈ Σ. (Recall the definition ofx for sets of formulasx from
Section 4.1.) We define the mappingf : S → LΣe by the clauses

(f(w, k, s))i = {ψ : Diψ ∈ w} for i ∈ Σ and(f(w, k, s))e = 〈w, k, s〉.
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The consistency of the sets(f(w, k, s))i follows from the consistency of the corre-
spondingw byTD; the latter follows from the consistency of the respectivew ∈ W , by
Lemma 12. Since(f(w, k, s))e = 〈w, k, s〉, f is injective. Note that(f(w, k, s))i con-
tains the formulasDi,Γψ from Section 4.1 for formulasDΓψ such that̀

∧
w ⇒ DΓψ,

as they have the formDiχ.

We defineI ⊆ LΣe
asf(I0) andV by the equivalenceV (l, p) ↔ V0(le, p).

We definet : LΣe × ActΣe → LΣe for arbitrarya ∈ ActΣe andl ∈ f(S) by the
equality

t(f(w, k, s), a) = f(t0(w, k, s, a)).

This definition entails thatf(S) is closed undert. SinceI ⊂ f(S), the states in
LΣe

\ f(S) are unreachable. This renders definition oft onLΣe
\ f(S) irrelevant.

LEMMA 20. — If i ∈ Σ, l′, l′′ ∈ f(S), l′i = l′′i and l′e = l′′e , then (t(l′, a))i =
(t(l′′, a))i.

PROOF. — The equalityl′e = l′′e alone entails thatl′ = l′′ = f(w, k, s) for 〈w, k, s〉 =
l′e = l′′e . ¥

Below we prove thatIS, l |= ϕ for all l ∈ I as a corollary to a standardtruth
lemma, which, in our setting, is the statement that2

IS, f(w0, k0, s0)a0 . . . an−1f(wn, kn, sn) |= ψ iff ψ ∈ wn

for all ψ ∈ C and allf(w0, k0, s0)a0 . . . an−1f(wn, kn, sn) ∈ Rfin(IS). We prove
this statement by induction on the construction of formulasψ. The proof is partitioned
into lemmata, two for each of the possible main connectivesDΓ, 〈〈Γ〉〉◦ and〈〈Γ〉〉♦DΓ

in ψ. The proofs of the lemmata below can be found in Appendix A.

LEMMA 21. — Let n < ω, Γ ⊆ Σ, Var(ψ) ⊆ AP and` ∧
wn ⇒ DΓψ. Then`∧

vn ⇒ DΓψ and` ∧
vn ⇒ ψ for all f(v0, k0, t0)b0 . . . bn−1f(vn, kn, tn) ∈ [r]Γ.

DEFINITION 22. —Givenw ∈ W , we writeDΓ(w) for the set of formulas

{ψ :`
∧

w ⇒ ψ andψ is of one of the formsDΓχ and¬DΓχ}.

Lemma 21 entails that if

f(v0, k0, t0)b0 . . . bn−1f(vn, kn, tn) ∼Γ f(w0, k0, s0)a1 . . . anf(wn, kn, sn),

thenDΓ(vn) = DΓ(wn).

2. Here and below the symbols in the superscript position in expressions such askn andsn

denote that these expressions are different names for numbers and not exponentiation.
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LEMMA 23. — Let n < ω, r ∈ Rn(IS), Γ ⊆ Σ. Let ` ∧
vn ⇒ ψ for all

f(v0, k0, t0)b0 . . . bn−1f(vn, kn, tn) ∈ [r]Γ. Let f(wn, kn, sn) be the last state of
r. Then` ∧

wn ⇒ DΓψ.

LEMMA 24. — Letn < ω, r ∈ Rn(IS),

r = f(w0, k0, s0)a0 . . . an−1f(wn, kn, sn),

Γ ⊆ Σ and 〈〈Γ〉〉 ◦ ψ ∈ wn. Then there exists ag ∈ ActΓ such that,
if f(v0, k0, t0)b0 . . . bn−1f(vn, kn, tn) ∈ [r]Γ, bn ∈ ActΣe , (bn)Γ = g and
t0(vn, kn, tn, bn) = 〈vn+1, kn+1, tn+1〉, thenψ ∈ vn+1.

LEMMA 25. — Given n, r and Γ as in Lemma 24,ψ ∈ C and g ∈
ActΓ, if t0(vn, kn, tn, bn) = 〈vn+1, kn+1, tn+1〉 entails ψ ∈ vn+1 for all
f(v0, k0, t0)b0 . . . bn−1f(vn, kn, tn) ∈ [r]Γ and all bn ∈ ActΣe such that(bn)Γ = g,
thenwn is consistent with〈〈Γ〉〉 ◦ ψ.

LEMMA 26. — Let n < ω, r ∈ Rn(IS), Γ ⊆ Σ and let 〈〈Γ〉〉♦DΓψ appear
in the last state ofr. Then there exists a strategys for Γ such that for every
f(w0, k0, s0)a0 . . . am−1f(wm, km, sm) . . . ∈ out([r]Γ, s) there exists ak < ω such
thatDΓψ ∈ wn+k.

LEMMA 27. — Let n < ω, r ∈ Rn(IS), Γ ⊆ Σ and 〈〈Γ〉〉♦DΓψ ∈ C. Let there
exist a strategys for Γ such that for every

r′ = f(w0, k0, s0)a0 . . . am−1f(wm, km, sm) . . . ∈ out([r]Γ, s)

there exists ak < ω such thatDΓψ ∈ wn+k. Then〈〈Γ〉〉♦DΓψ ∈ wn.

Now we are ready to formulate and prove the truth lemma itself. This essentially
concludes the completeness proof forATL♦

iR because the equivalence betweenϕ ∈
w0 andIS, w0 |= ϕ, which the truth lemma entails, shows that the given consistent
formulaϕ is also satisfiable.

LEMMA 28 (TRUTH LEMMA ). — Let ψ ∈ C m < ω and r =
f(w0, k0, s0)a0 . . . am−1f(wm, km, sm) ∈ Rm(IS). ThenIS, r |= ψ is equivalent
to ψ ∈ wm.

PROOF. — Induction on the construction ofψ. We skip the trivial cases ofψ being
⊥, a propositional variable, or of the formχ1 ⇒ χ2.

Let ψ beªχ. In casem = 0, we haveI ∈ wm, whence by the validity ofψ ⇒ >
and the ruleMonoª and axiomª⊥ we obtainªψ 6∈ wm, which concurs with the fact
thatIS, r 6|= ªψ for r ∈ R0(IS).

Let m > 0. ThenIS, r |= ªψ is equivalent to

IS, f(w0, k0, s0)a0 . . . am−1f(wm−1, km−1, sm−1) |= ψ.
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By the inductive hypothesis this is equivalent toψ ∈ wm−1, whenceªψ ∈ wm−1
past as

defined with respect toam−1. Now the definition oft implies thatªψ ∈ wm.

Let ψ be(χ1Sχ2). ThenIS, r |= ψ is equivalent to the existence of ani ≤ m such
that

IS, f(w0, k0, s0)a0 . . . am−1f(wi, ki, si) |= χ2

and

IS, f(w0, k0, s0)a0 . . . am−1f(wj , kj , sj) |= χ1 for j = i + 1, . . . , m.

By the induction hypothesis this is equivalent toχ2 ∈ wi andχ1 ∈ wi+1, . . . , wm.
By a repeated use of the axiomFP (.S.) the latter impliesψ ∈ wi, . . . , wm. It remains
to be shown thatψ ∈ wm implies the existence of ani ≤ m such thatχ2 ∈ wi and
χ1 ∈ wi+1, . . . , wm. We do this by induction onm. If m = 0, then` ∧

wm ⇒ ¬ªψ

and thereforeχ2 ∈ wm by axiomFP (.S.). Hence we can puti = m = 0. Let
m > 0. Then, ifχ2 ∈ wm, i can be chosen to bem again. Ifχ2 6∈ wm, then axiom
FP (.S.) entails that̀

∧
wm ⇒ ªψ ∧ χ1, whenceχ1 ∈ wm andψ ∈ wm−1 can

be established by reasoning as in the case aboutψ being aª-formula. Now, by our
induction hypothesis form − 1, there exists ani ≤ m − 1 such thatχ2 ∈ wi and
χ1 ∈ wi+1, . . . , wm−1. Together withχ2 ∈ wm, which we have established already,
this completes the proof that ani satisfyingχ2 ∈ wi andχ1 ∈ wi+1, . . . , wm exists.

Let ψ beDΓχ whereΓ ⊆ Σ. Now IS, r |= ψ is equivalent toIS, r′ |= χ for all
r′ ∈ [r]Γ. By the induction hypothesis this is equivalent toχ ∈ vm for all vm such
that there is anr′ ∈ [r]Γ of the formf(v0, k0, t0)a0 . . . am−1f(vm, km, tm). Now,
by Lemmata 21 and 23, the latter is equivalent toψ ∈ vm for all suchvm, including
ψ ∈ wm.

The cases ofψ being of one of the forms〈〈Γ〉〉 ◦ χ and 〈〈Γ〉〉♦DΓχ are handled
similarly by means of Lemmata 24 and 25, and Lemmata 26 and 27, respectively. The
case ofψ being of the form〈〈Γ〉〉¤χ is handled by repeated use of Lemmata 24 and 25
in combination with the corresponding instance of axiomFP¤. ¥

5. Completeness of flatATLDP
iR

Despite that we do not know whether adding (1) and (2) to our system forATL♦
iR

is sufficient for the complete axiomatisation ofATLDP
iR on the class of interpreted sys-

tems with finite branching, completeness and finite model property can be established
for a subset of the logic which is substantially greater thanATL♦

iR using a validity pre-
serving translation intoATL♦

iR based on (1) and (2). We call this subsetflat ATLDP
iR

because of the restriction of〈〈.〉〉(.U.)- and [[.]](.U.)-subformulas not to occur in the
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scope of some of the temporal or cooperation modalities, namely〈〈.〉〉(.U.), [[.]](.U.)
and (.S.). Ruling out the occurrences of〈〈.〉〉(.U.)- and [[.]](.U.)-subformulas in the
scope of〈〈.〉〉(.U.), [[.]](.U.) and(.S.) makes it straightforward to determine the lengths
of the runs at which, according to the definition of|=, the satisfaction of these subfor-
mulas can affect the satisfaction of the given formula, provided that we are interested
in the satisfaction of the given formula at an initial state. The role of the parameterd
in the translation of flatATLDP

iR into ATL♦
iR below is to keep track of reference runs’

lengths.

To prove the following proposition, it is sufficient to notice that the satisfaction of
all the occurrences of〈〈.〉〉(.U.), [[.]](.U.) which are substantially affected byt(., d) is
relevant only at runs of lengthd, which satisfylevelΓªdI.

PROPOSITION 29 (COMPLETENESS OF FLATATLDP
iR ). — Let ϕ be a formula in

ATLDP
iR in which no〈〈.〉〉(.U.)- or [[.]](.U.)-subformulas occur in the scope of the op-

erators 〈〈.〉〉(.U.), [[.]](.U.) or (.S.), except if these subformulas abbreviate to one of
the forms〈〈Γ〉〉♦DΓψ and [[Γ]]♦ψ. Let t(ψ, d), for formulasψ and (possibly negative)
integersd, be defined by the clauses

t(⊥, d) ­ ⊥;
t(p, d) ­ p;
t(ψ1 ⇒ ψ2, d) ­ t(ψ1, d) ⇒ t(ψ2, d);
t(DΓψ, d) ­ DΓt(ψ, d);
t(〈〈Γ〉〉 ◦ ψ, d) ­ 〈〈Γ〉〉 ◦ t(ψ, d + 1);

t(〈〈Γ〉〉(ψ1Uψ2), d) ­





〈〈Γ〉〉(ψ1Uψ2) if 〈〈Γ〉〉(ψ1Uψ2) is of
the form〈〈Γ〉〉♦DΓχ;

〈〈Γ〉〉♦DΓ♦−(ψ2 ∧ (ªψ1SªdI)), if 〈〈Γ〉〉(ψ1Uψ2) is not
of the above form
andd ≥ 0;

⊥, otherwise;

t([[Γ]](ψ1Uψ2), d) ­





[[Γ]](ψ1Uψ2) if [[Γ]](ψ1Uψ2)i is of
the form[[Γ]]♦χ;

[[Γ]]♦PΓ♦−(ψ2 ∧ (ªψ1SªdI)), if [[Γ]](ψ1Uψ2) is not
of the above form
andd ≥ 0;

⊥, otherwise;
t(ªψ, d) ­ ªt(ψ, d− 1);
t((ψ1Sψ2), d) ­ (ψ1Sψ2).

Thenϕ is valid at the runs of length0 of all IS with finitely many initial states and
finitely many successors to every state iff|=ATL♦

iR
t(ϕ, 0) or, by our completeness

result,`ATL♦
iR

t(ϕ, 0).
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6. Model-checkingATLDP
iR

Themodel-checking problemfor ATLDP
iR is to decide whetherIS |= ϕ for a given

formula ϕ and interpreted systemIS. Our model-checking procedure forATLDP
iR

builds on model checking techniques forCTL with knowledge modalities andATL
with complete information. It works by recursion on the construction of formulas.
Given a formulaϕ with the main connective being either〈〈Γ〉〉 orDΓ, the procedure in-
volves refining the given interpreted systemIS to an interpreted system̂ISΓ in which
for every statel, either all the finite runs which end atl satisfyϕ, or all the finite
runs which end atl satisfy¬ϕ. This essentially means that in the refined interpreted
systems all the information about the satisfaction of formulas in which the main con-
nective is related to the distributed knowledge for coalitionΓ can be recovered from
thestatesof the system̂ISΓ (instead of therunsof the original systemIS). To this
end the refinement step includes as a variant of thesubset constructionas known from
(Reif, 1984). The construction of refined state spaces is inspired by (Chatterjee et al.,
2006) where two-player games in which one of the players has incomplete information
are transformed into equivalent complete information games. Unlike that setting, we
handle objectives which may be unobservable to the respective coalitions. The main
differences in our technique arise from the need to handle goals of the form(ϕUψ)
despite that the considered coalition is not in a position to detect aψ-state when it
encounters one immediately.

Before going to the construction, we give some preliminaries on automata on infi-
nite trees which we use in some key steps in the construction of refined arenas. Given
a set∆, a∆-labeled treeis a partial functionT : N∗ ⇀ ∆ such that the setsupp(T ) of
the treenodescontainsε and is prefix-closed; trees are “full”, that is, ifxi ∈ supp(T ),
then xj ∈ supp(T ) for all j ≤ i too, and all tree branches are infinite. Infinite
branches are also calledpaths. A path isinitialized if its first node isε. We denote the
set{T (xk) : k ≥ 0} of the labels on pathπ = x0 . . . x1 . . . xk . . . by T (π).

Below we use tree automata of the form〈Q, Σ, δ, q0,F〉 with set ofstatesQ, al-
phabetΣ, initial stateq0 ⊆ Q, transition relationδ ⊆ Q×Σ×(2Q\∅) andacceptance
conditionF ⊆ 2Q.

A tree automaton acceptsQ×Σ-labelled trees. Given a treeT : N∗ ⇀ Q×Σ, let
TQ(x) andTΣ(x) denoteq andσ, respectively, forx ∈ supp(T ) and〈q, σ〉 = T (x).
ThenT is acceptediff:

TQ(ε) = q0;
if xi, xj ∈ supp(t) andTQ(xi) = TQ(xj), theni = j;
〈TQ(x), TΣ(x), {TQ(xi) : xi ∈ supp(t)}〉 ∈ δ for all x ∈ supp(T );
{TQ(x) : x ∈ π} ∈ F for all initialized pathsπ ⊆ supp(T ).

The set of the trees accepted by automatonA is denoted byL(A).

The automata we consider have “occurrence” accepting conditions: an initialized
path is accepted if the set of statesoccurring in it is one of those inF , even if some of
these states occur only finitely many times.
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THEOREM 30 (CF E.G. (THOMAS, 1997)). — Checking whetherL(A) = ∅ for a
tree automatonA with “occurrence” accepting condition is decidable.

6.1. The state-splitting construction

Let IS be the interpreted system〈〈Li : i ∈ Σe〉, I, 〈Act i : i ∈ Σe〉, t, V 〉 for the
set of atomic propositionsAP and the set of agentsΣ = {1, . . . , N}.
DEFINITION 31 (LABELLED OUTCOMES). — Given a coalitionΓ ⊆ Σ, a set of
global statesM ⊆ L, a ∈ ActΓ, andv ∈ LΓ, we denote the set

{t(m, b) : m ∈ M, b ∈ ActΣ, bΓ = a, (t(m, b))Γ = v)}

byout(M,a, v).

The setout(M, a, v) consists of the global states which can be reached from a state
from M by an action tuple in which the actions of the members ofΓ are as ina, and
havev as their local states for the members ofΓ.

Given a coalitionΓ, we construct a new interpreted system̂ISΓ = 〈〈L̂i : i ∈
Σe〉, Î, 〈Act i : i ∈ Σe〉, t̂, V̂ 〉 as follows:

L̂i = Li for i ∈ Σ, L̂e = {〈l, M〉 : M ⊆ L, l ∈ M, lΓ = mΓ for all m ∈ M}
Î = {〈lΣ, 〈l, {m ∈ I : mΓ = lΓ}〉〉 : l ∈ I}
t̂(〈lΣ, 〈l, M〉〉, a) = 〈(t(l, a))Σ, 〈t(l, a), out(M,aΓ, t(l, a)Γ)〉〉
V̂ (〈lΣ, 〈l,M〉〉, p) iff V (l, p)

ÎSΓ is a refinement ofIS, as its states are obtained by state-splitting of the states of
IS. The construction of̂IS is remniscent of the subset construction: the last compo-
nent of each state in̂ISΓ corresponds to theset of statesin which coalitionΓ considers
that the system can be after a certain sequence of observations. Hence, inÎSΓ, every
global state ofIS is augmented with a set of global states which are indistinguishable
from it to the considered coalitionΓ, at the end of some finite run. For initial states,
the augmenting set consists ofall the indistinguishable initialIS states. In order to
preserve the observational abilities of agents, the augmenting sets do not affect the
local states of agents. Instead they are made part of the local state of the environment.

Note that the definition of̂t above applies only tôISΓ global states of the form
〈lΣ, 〈l, M〉〉 wherel is an arbitrary global state inIS. Since all the states in̂I have this
form, and the values of̂t have this form too, no other states can appear inÎSΓ runs.
That is why the definition of̂t on other states is irrelevant. The same holds aboutV̂ .

Note also that every runr = l0a1l1a2 . . . in IS corresponds to a unique run̂r =
〈l0Σ, 〈l0,M0〉〉a1〈l1Σ, 〈l1, M1〉〉a2 . . . in ÎSΓ because the setM0 is determined byl0,
andM i+1 is determined byli, M i andai for everyi < ω. The converse holds too: for
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everyr′ ∈ Rω(ÎSΓ) there exists a uniquer ∈ Rω(IS) such thatr′ = r̂. Furthemore,
since local runs inIS andÎSΓ have the same form, strategies forA in IS are strategies
for A in ÎSΓ too.

PROPOSITION32. — Let Γ,∆ ⊆ Σ, r, r′ ∈ R(IS) and let r̂ and r̂′ denote their
corresponding runs in̂ISΓ.

(i) r ∼∆ r′ is equivalent tôr ∼∆ r̂′.

(ii) If s ∈ S(∆, IS), andr is finite, thenr′ ∈ out(r, s) in IS iff r̂′ ∈ out(r̂, s) in
ÎSΓ.

(iii) If p ∈ AP , r is finite and〈lΣ, 〈l, M〉〉 is the last state of̂r, thenIS, r |= DΓp

and ÎSΓ, r̂ |= DΓp are both equivalent toV (m, p) for all m ∈ M .

(iv) If ϕ is an arbitraryATLDP
iR formula andr is finite, thenIS, r |= ϕ is equiva-

lent to ÎSΓ, r̂ |= ϕ.

PROOF. — Items (i)-(iii) follow directly from definition; (iv) is proved by induction
on the construction ofϕ. The cases given in detail below are representative:

ϕ is D∆ψ for some∆ ⊆ Σ: ÎSΓ, r̂ |= D∆ψ iff ÎSΓ, r̂′ |= ψ for all r̂′ ∈ [r̂]∆. The
latter is equivalent toIS, r′ |= ψ for all r′ ∈ [r]∆ by the induction hypothesis. This is
equivalent toIS, r |= D∆ψ.

ϕ is 〈〈∆〉〉(ψ1Uψ2) for some∆ ⊆ Σ: ÎSΓ, r̂ |= ϕ iff there exists ans ∈ S(∆, ÎSΓ)
such that for everŷr′ ∈ out([r̂]∆, s) there exists ak < ω such that̂ISΓ, r̂′[0..|r| +
k] |= ψ2 and ÎSΓ, r̂′[0..|r| + i] |= ψ1 for i = 0, . . . , k − 1. It follows from (i) and
(ii) that r̂′ ∈ out([r̂]∆, s) in ÎSΓ is equivalent tor′ ∈ out([r]∆, s) in IS. Now the
induction hypothesis entails that satisfaction condition forϕ at ÎSΓ, r̂ is equivalent to
the satisfaction condition forϕ at IS, r. ¥

Proposition 32, (iii) explains the purpose of the construction ofÎSΓ. Given a
p ∈ AP , andr ∈ Rfin(IS), if 〈lΣ, 〈l,M〉〉 is the last state of̂r, thenÎSΓ, r̂ |= DΓp

iff V (m, p) for all m ∈ M . Hence, inÎSΓ the information about the satisfaction of a
formula of the formDΓp is hardcoded in the last state of the reference run.

6.2. The state labeling constructions

In this section, given an interpreted systemIS = 〈〈Li : i ∈ Σe〉, I, 〈Act i : i ∈
Σe〉, t, V 〉 and a formulaϕ, we show how to construct an interpreted systemIS′ whose
runs are equivalent to those ofIS and which has the property that for every subformula
ψ of ϕ and any finite runr in IS the conditionIS′, r |= ψ is determined by the last
state ofr. This means that we can define the sets

[[ψ]]IS′ = {l : IS′, r |= ψ for somer ∈ R(IS′) which ends atl}
= {l : IS′, r |= ψ for all r ∈ R(IS′) which end atl}
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for the subformulasψ of ϕ. In other words, every state ofIS′ can be labelled with the
subformulas ofϕ which hold at the finite runs that end at this state.

We obtainIS′ by a sequence of refinements of the given interpreted systemIS. If
[[ψ]]IS can be defined for a formulaψ, then the vocabulary ofIS can be extended by
an atomic propositionpψ so thatV (l, pψ) iff l ∈ [[ψ]]IS . Then substitutingpψ for ψ

in ATLDP
iR formulas preserves their meaning inIS. ThereforeIS′ can obtained by a

sequence of refinements each of which enables the definition of[[.]] to be extended to
some formulaψ built using just oneATLDP

iR connective and propositional variables.
No transformations on the givenIS are needed in order to define the[[⊥]]IS , [[p]]IS

for p ∈ AP , and[[p ⇒ q]]IS , which is equal to[[q]]IS ∪ L \ [[p]]IS . Here follow the
constructions for the other possible forms ofψ.

ªp: We constructIS = 〈〈Li : i ∈ Σe〉, I, 〈Act i : i ∈ Σe〉, t, V 〉 where

Li = Li for i ∈ Σ
Le = Le × {0, 1}
I = {〈lΣ, 〈le, 0〉 : l ∈ I}
t(〈lΣ, 〈l, x〉〉, a) = 〈(t(l, a))Σ, 〈(t(l, a)), V (l, p)〉〉
V (〈lΣ, 〈le, x〉〉, p) iff V (l, p)

Again, states which do not have the form〈lΣ, 〈le, x〉〉 for somel ∈ L are not reachable
and therefore the definitiont on such states is irrelevant.

A direct check shows that every runr = l0a1l1 . . . ∈ R(IS) corresponds to a
unique runr = 〈l0Σ, 〈l0e , x0〉〉a1〈l1Σ, 〈l1e , x1〉〉 . . . ∈ R(IS). Moreover, ifr is finite,
thenIS, r |= ªp iff x|r| = 1. Hence

[[ªp]]IS = {〈lΣ, 〈le, 1〉〉 : l ∈ L}.

(pSq): We constructIS = 〈〈Li : i ∈ Σe〉, I, 〈Act i : i ∈ Σe〉, t, V 〉 whereLi,
i ∈ Σe, andV are as in the case ofªp, and

I = {〈lΣ, 〈le, V (l, q)〉 : l ∈ I}
t(〈lΣ, 〈l, x〉〉, a) = 〈(t(l, a))Σ, 〈t(l, a)e, max{V (t(l, a), q)), min{V (t(l, a), p), x}}〉〉

Heremax{V (t(l, a), q)),min{V (t(l, a), p), x}} is an expression for the fixpoint ex-
pansionq∨ (p∧ª(pSq)) of (pSq) in whichx stands for the truth value of(pSq) at the
predecessor state〈lΣ, 〈le, x〉〉. Again, states which do not have the form〈lΣ, 〈le, x〉〉
for somel ∈ L can be ignored.

An induction onn shows thatr = 〈l0Σ, 〈l0e , x0〉〉a1 . . . an〈lnΣ, 〈lne , xn〉〉 ∈ Rfin(IS)
impliesIS, r |= (pSq) iff xn = 1. Hence

[[(pSq)]]IS = {〈lΣ, 〈le, 1〉〉 : l ∈ L}.

DΓp: For this case we use the interpreted system̂ISΓ constructed in Section 6.1.
Proposition 32, (iii) entails that

[[DΓp]]
ÎSΓ

= {〈lΣ, 〈l, M〉〉 ∈ L̂ : V (m, p) for all m ∈ M}.
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〈〈Γ〉〉 ◦ p: We useÎSΓ from Section 6.1 again. A direct check shows that

[[〈〈Γ〉〉 ◦ p]]
ÎSΓ

= {〈lΣ, 〈l, M〉〉 ∈ L̂ : (∃a ∈ ActΓ)(∀b ∈ ActΣe)
(
bΓ = a

→ (∀m ∈ M)V (t̂(〈mΣ, 〈m,M〉〉, b), p)
)
}.

〈〈Γ〉〉(pUq): Let ϕ be 〈〈Γ〉〉(pUq). We use the interpreted system̂ISΓ from Section
6.1. For every state〈lΣ, 〈l, M〉〉 ∈ L̂ we build a tree automatonA = AIS,ϕ

〈lΣ,〈l,M〉〉
such thatL(A) 6= ∅ iff ÎSΓ, r̂ |= 〈〈Γ〉〉(pUq) for some and, equivalently, all̂r ∈
Rfin(ÎSΓ) which have〈lΣ, 〈l, M〉〉 as their last state. The states ofA represent classes
of Γ-indistinguishable runs that end in a given state ofIS, extended with a special
mechanism is needed for checking whether the objective(pUq) is satisfied on all paths
of an accepted tree. This mechanism is explained in the following.

Clearly, there are runs along which the coalitionΓ may be unable to determine the
truth values of(pUq) at some steps. That is, it is possible to haver, r′ ∈ Rn(IS) such
thatr ∼Γ r′ andr[0..n] satisfies(pUq) whereasr′[0..n] does not. On the other hand,
if Γ has the objective to enforce(pUq), any winning strategys for Γ has the property
that in the treeT representing the runs which are the outcome ofs, there exists a level
x such that on all the runs inT , the objective(pUq) has been reached atx or beforex,
and, for some runs which end on a levely < x, the objective(pUq) has not yet been
accomplished. For this reason, for checking thatΓ has a winning strategy in some
state, for each finite runr starting in that state we need to record the setR2 of states
which represent endpoints of runs that areΓ-indistinguishable fromr, and, together
with this, the subset of statesR1 ⊆ R2 which are endpoints of such runs on which
the objective(pUq) has not been accomplished before their endpoint. Moreover, in
our search of winning strategies, we will only be interested in the finite runs whose
associated setR2 contains either endpoints of runs that have accomplished, in their
past, the objective of(pUq), or endpoints of runs along whichp has always been true.

Formally, given〈lΣ, 〈l, M〉〉 ∈ L̂, consider the tree automatonA〈lΣ,〈l,M〉〉 =
〈Q,ActΣ, δ, {q0},F〉 where

Q = {⊥} ∪ {〈R1, R2〉 : R1⊆R2⊆L,R1⊆ [[p]]IS\[[q]]IS , card
(
(R2)Γ

)
= 1}

q0 =
{ 〈M \ [[q]]IS , M〉 if M ⊆ [[p]]IS ∪ [[q]]IS ;
⊥ otherwise.

δ(⊥, a) = {⊥} for all a ∈ ActΓ

δ(〈R1, R2〉, a) =



{⊥} if there existl ∈ R1, 〈l′Σ, 〈l′,M ′〉〉 ∈ L̂ andb ∈ ActΣe such that
bΓ =a, t̂(〈lΣ, 〈l, R2〉〉, b)=〈l′Σ, 〈l′,M ′〉〉 andl′ 6∈ [[p]]IS ∪ [[q]]IS ;

{〈out(R1, a, m) \ [[q]]IS , out(R2, a, m)〉 : m ∈ LΓ, out(R2, a,m) 6= ∅}
otherwise.
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F = {R ⊆ Q : 〈∅, R〉 ∈ R for someR ⊆ L}
As explained above, the first componentR1 of a pair〈R1, R2〉 ∈ Q consists of those
states inR2 which correspond to runs where the satisfaction of(pUq) has not been
accomplished yet. Hence tree node labels of the form〈∅, R〉 indicate that the satis-
faction of (pUq) is accomplished along all runs which end at a state fromR. Fur-
thermore, whenever ana-successor of〈R1, R2〉 does not contain a state labelled with
⊥, l ∈ [[p]]IS ∪ [[q]]IS holds for alll ∈ out(R2, a, m), m ∈ LΓ. Next we prove that
[[〈〈Γ〉〉(pUq)]]

ÎSΓ
can be defined as

{〈lΣ, 〈l, M〉〉 ∈ L̂ : L(A〈lΣ,〈l,M〉〉) 6= ∅}.

PROPOSITION33. — Let 〈lΣ, 〈l, M〉〉 ∈ L̂ be the last state of̂r ∈ Rfin(ÎSΓ). Then

ÎSΓ, r̂ |= 〈〈Γ〉〉(pUq) iff L(A〈lΣ,〈l,M〉〉) 6= ∅.

PROOF. — (→) Let ÎSΓ, r̂ |= 〈〈Γ〉〉(pUq). Then there exists ans ∈ S(Γ, ÎSΓ) such
that for everyr̂′ ∈ out([r̂]Γ, s) there exists ak < ω such that̂ISΓ, r̂′[0..|r|+ k] |= q

andÎSΓ, r̂′[0..|r|+ i] |= p, i = 0, . . . , k − 1.

We construct the treeT : N∗ ⇀ Q×ActΓ. For the root ofT we put

T (ε) = 〈M \ [[q]]IS ,M, s(r̂Γ)〉.

Given a finite pathε = x0 ≺ . . . ≺ xj of T , assume thatT (xi) = 〈〈Xi
1, X

i
2〉, ai〉,

i = 1, . . . , j, and letδ(〈Xi
1, X

i
2〉, ai) = {〈R1

1, R
1
2〉, . . . , 〈Rk

1 , Rk
2〉}. According to the

definition of the set of states ofA, for every nodexm (1 ≤ i ≤ j) the projection
(Xm

2 )Γ consists of a singleton set, denote it{liΓ}. The same holds for each of the sets
Rp

2, 1 ≤ p ≤ k, hence denote(Rp
2)Γ asl

p

Γ. We set the degree of branching of nodexj

to k and put

t(xjp) = 〈〈Rp
1, R

p
2〉, s(l1Γa1Γ . . . ljΓaj

Γl
p

Γ)〉, p = 1, . . . , k.

A lengthy but otherwise trivial direct check shows thatt ∈ L(A〈lΣ,〈l,M〉〉)

(←) Assume thatT ∈ L(A〈lΣ,〈l,M〉〉). We construct ans ∈ S(Γ, ÎSΓ) which

is a witness forÎSΓ, r̂ |= 〈〈A〉〉(pUq). We only need to defines on finite Γ-local
runs which are extensions tôrΓ. Let r̂Γ = v0b1 . . . bnvn ∈ L̂Γ(ActΓL̂Γ)n. Let
x ∈ supp(T ) andx0 = ε ≺ x1 ≺ . . . ≺ xk = x be all the nodes leading tox in T .
Let t(xi) = 〈〈Ri

1, R
i
2〉, bn+i〉, andvn+i = v(Ri

2), i = 1, . . . , k. Then we put

s(v0b1 . . . bnvnvn+1bn+1 . . . bn+k−1vn+k−1) = bn+k.

The values ofs for other sequences from∈ L̂Γ(ActΓL̂Γ)∗ are irrelevant because, as it
becomes clear below,s enablesΓ to avoid the corresponding runs.
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A direct check using the fact that every path inT contains a nodex such thatT (x)
has the form〈〈∅, R〉, b〉 shows that if

〈l0Σ, 〈l0,M0〉〉a1 . . . an〈lnΣ, 〈ln,Mn〉〉an+1〈ln+1
Σ , 〈ln+1,Mn+1〉〉 . . . ∈ out([r̂]Γ, s)

then there exists ak < ω such thatV (m, p) for all m ∈ Mn ∪ . . . ∪ Mn+k−1

andV (m, q) for all m ∈ Mn+k. This follows from the fact that every pathπ in T

contains a nodex such thatT (x) has the form〈〈∅, R〉, b〉, and all the nodes alongπ
which precedex have the form〈〈R1, R2〉, b〉 with R2 consisting of statesm such that
V (m, p). ¥

〈〈Γ〉〉(pWq): Just like in the case of〈〈Γ〉〉(pUq), for every〈lΣ, 〈l, M〉〉 ∈ L̂ we build
an automatonA〈lΣ,〈l,M〉〉 such thatL(A〈lΣ,〈l,M〉〉) 6= ∅ is equivalent toÎSΓ, r̂ |=
〈〈Γ〉〉(pWq) for finite runs r̂ having 〈lΣ, 〈l, M〉〉 as the last state. The definition of
A〈lΣ,〈l,M〉〉 is the same as in the case of〈〈Γ〉〉(pUq) except for the acceptance condition,
which is changed to take account of the possibility to satisfy(pWq) at infinite runs
consistsing only ofp-states. The acceptance condition in this case is

F = {R ⊆ Q : 〈∅, R〉 ∈ R for someR ⊆ L} ∪ {R ⊆ Q : ⊥ 6∈ R},
that is, only paths which refute(pWq) within finitely many steps are rejected.

6.3. The model-checking algorithm

As explained in the beginning of this section, given thatψ1, . . . ψn is an enumer-
ation of the subformulas ofϕ such thatψi ∈ Subf(ψj) entailsi ≤ j, our model-
checking algorithm works by constructing a sequence of interpreted systemsIS0 =
IS, IS1, . . . , ISn = IS′ such that[[ψj ]]ISk

is defined forj, k = 1, . . . , n, j ≤ k.
The construction ofISj+1 from ISj is according to the main connective ofψj+1, as
described above. Finally,ϕ is satisfiable atIS iff [[ϕ]]IS′ contains at least one initial
state ofIS′.

Complexity The state-splitting construction in our algorithm involves a procedure
that produces an exponential blowup of the state-space of the model. Since this pro-
cedure is applied for every subformula involving an epistemic or a coalition operator,
the state-space constructed at the end of the algorithm is proportional to a tower of
exponentials whose height equals theepistemic depthof the given formula, that is, the
maximal number of nested epistemic or coalition operators. Hence, the complexity of
our algorithm is nonelementary in the size of the given formula.

Concluding remarks

Interestingly,constantstrategies turn sufficient for the satisfaction of the target for-
mula in the model involved in our completeness argument forATL♦

iR. This implies
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that giving up the restriction on strategies to be coordinated, which is essential for
our model-checking algorithm, does not affect thelogic ATL♦

iR, i. e., the set of valid
formulas. This is a consequence of the design of interpreted systems, in which tran-
sitions are defined through a transition function, whereas agents are required to just
namethe actions they choose. The presence of an environment with its local state di-
rectly influencing the successor local states of every agent makes it possible to supply
the transition function with informative state properties without having to make these
properties known to any of the proper agents.

The axioms (1) and (2) extend our complete proof system forATL♦
iR to a system

for ATLDP
iR , and represent the "unfinished" part of our work. We do not know whether

their deductive power is sufficient for the completeness of the extended system. It can
be shown how, by adding some appropriateω-rules, one can use these axioms in order
to obtain a system that isω-complete forATLDP

iR , or equivalently, these axioms can
be claimed to be complete forATLDP

iR relative to ATL♦
iR. This is so because (1)

and (2) actually define〈〈Γ〉〉(ϕUψ) in terms ofATL♦
iR. The totality of this definition

follows from the fact that the set of the formulasΞ = {¬ªkI : k < ω} is unsatisfiable.
The shortcoming of this definition is that the definingATL♦

iR formula depends on the
(length of) the reference finite run: by considering formulas of the formªkI asξ in (1),
we obtain equivalents of the form〈〈Γ〉〉♦DΓ♦−(ψ ∧ (ªϕSξ)) to 〈〈Γ〉〉(ϕUψ) at runs of
lengthk. Unfortunately, the unsatisfiability ofΞ takes anω-rule to encode in a proof
system. Another infinitary rule is needed to exclude infinite degrees of branching,
which would render (1) and (2) unsound. It is an open question whetherATLDP

iR

admits a finitary axiomatisation, and whether validity in it is recursively enumerable
at all.

Another direction of future research is to embark on the study of a fully-fledged
ATLDP

iR

∗
. Developing a model-checking algorithm of the same general form for arbi-

trary LTL path objectives appears to be technically challenging because of subtleties
which arise in connection with the construction that leads from system states to coali-
tion mental states, which were given in Section 6.1 for the case ofATLDP

iR .
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A. Proofs of lemmata from Section 4.3

PROOF (OF LEMMA 21). — Letr ∈ Rn(IS), r = f(w0, k0, s0)a1 . . . anf(wn, kn, sn)
andf(v0, k0, t0)b0 . . . bn−1f(vn, kn, tn) ∈ [r]Γ. This implies that

(f(vn, kn, tn))i = {χ : Diχ ∈ vn} = (f(wn, kn, sn))i

for all i ∈ Γ. Next we use this in order to prove that` ∧
wn ⇒ DΓψ implies

` ∧
vn ⇒ DΓψ. There is nothing to prove forΓ = ∅ and singletonΓs. Let |Γ| ≥ 2

and` ∧
wn ⇒ DΓψ. Then, by the definition ofwn, Di(pψ,i,Γ ⇒ ψ) ∈ wn for all i ∈

Γ. Now (f(vn, kn, tn))i = (f(wn, kn, sn))i implies thatDi(pψ,i,Γ ⇒ ψ) ∈ vn. By
the construction ofvn, this entails̀

∧
vn ⇒ DΓψ, which implies that̀

∧
vn ⇒ ψ

as well, by axiomTD. ¥

PROOF (OF LEMMA 23). — Induction onn. Let n = 0 andr = f(w0, k0, s0). As-
sume that¬DΓψ ∈ DΓ(w0) for the sake of contradiction. ThenDΓ(w0) is consistent
with ¬ψ as well. If not, theǹ

∧
D′

Γ(w0) ⇒ ψ holds for some finiteD′
Γ(w0) ⊂

DΓ(w0), whencè
∧

D′
Γ(w0) ⇒ DΓψ by the ruleND and the axiomsKD, 4D and

5D, and this contradicts the consistency of¬ψ with DΓ(w0). Hence there exists aw′ ∈
W such thatDΓ(w0) ⊆ DΓ(w′) and¬ψ is consistent withw′. Sincef(w0, k0, s0) ∈
R0(IS), which is equivalent tof(w0, k0, s0) ∈ I, we haveDΓI ∈ DΓ(w0). By
axiomsTD and DI this impliesDΓI ∈ w′, whencef(w′, k0, s0) ∈ R0(IS) too.
DΓ(w0) ⊆ DΓ(w′) entailsDi(w0) ⊆ Di(w′), by4D, 5D andMonoD, andDi(w0) ∩
C = Di(w′) ∩ C, by the maximality ofC, whence we conclude(f(w′, k0, s0))i =
(f(w0, k0, s0))i, for all i ∈ Γ. Hencef(w′, k0, s0) ∈ [f(w0, k0, s0)]Γ, by the defini-
tion of w0, w′. This contradicts the assumption that` ∧

w′ ⇒ ψ for all w′ such that
f(w′, k0, s0) ∈ [f(w0, k0, s0)]Γ.
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Next we prove that the lemma holds for any

r = f(w0, k0, s0)a0 . . . an−1f(wn, kn, sn)anf(wn+1, kn+1, sn+1) ∈ Rn+1(IS),

provided that it holds for all runs of lengthn. Assume that¬DΓψ ∈ DΓ(wn+1) for the
sake of contradiction.DΓ(wn+1) is consistent withwn

past,D = {ªχ : χ ∈ DΓ(wn)}
because, by the definition oft(f(wn, kn, sn), an), the unionwn

past∪wn
actions∪wn

environment

is consistent (the latter three sets being defined with respect toan), DΓ(wn+1) consists
of formulas which are derivable from that union byMP , andwn

past,D ⊆ wn
past . As-

sume thatwn
past,D∪DΓ(wn+1) is not consistent with¬ψ for the sake of contradiction.

Then there exist finite subsetsw′npast,D ⊂ wn
past,D andD′

Γ(wn+1) ⊂ DΓ(wn+1) such
that` ∧

(w′npast,D∪D′
Γ(wn+1)) ⇒ ψ. Then, byPR, 4D, 5D andMonoª, which pro-

vide that` ªDΓχ ⇔ Dªχ and` ªDΓχ ⇔ ªχ for ªχ ∈ w′npast , as these formulas
have the formsªDΓη andª¬DΓη, this entails̀

∧
(w′npast,D ∪D′

Γ(wn+1)) ⇒ DΓψ,
which contradicts¬DΓψ ∈ DΓ(wn+1).

Let θ be
∧{χ ∈ C : DΓ(wn+1),¬ψ `MP ªχ}, wherè MP indicates derivability

from the indicated premises andATL♦
iR theorems withMP as the only proof rule.

Then the consistency ofwn
past,D ∪ DΓ(wn+1) ∪ {¬ψ} entails that{θ} ∪ DΓ(wn) is

consistent and therefore ifDΓ¬θ 6∈ DΓ(wn). By the inductive hypothesis there exists
an f(v0, k0, t0)b0 . . . bn−1f(vn, kn, tn) ∈ [f(w0, k0, s0)a0 . . . an−1f(wn, kn, sn)]Γ
such thatvn ∪ {θ} is consistent.

We need to define abn ∈ ActΣe such thatbn
Γ = an

Γ and thevn+1 determined
by f(vn+1, kn+1, tn+1) = t(f(vn, kn, tn), bn) satisfiesDΓ(vn+1) = DΓ(wn+1)
and is consistent with¬ψ. We put bn

i = 〈〈i〉〉 ◦ > for all i ∈ Σ \ Γ. We put
bn
e = ξ1 < . . . < ξ|C| where{ξ1, . . . , ξj} is a maximal consistent subset ofC which

is consistent withDΓ(wn+1) ∪ {¬ψ} for some appropriatej ∈ {1, . . . , |C|}. For
i ∈ Γ we put bn

i = an
i in fulfillment of the requirementbn

Γ = an
Γ. We conclude

the proof by showing that the correspondingvn+1 has the desired properties, that is,
DΓ(wn+1) ⊆ vn+1 and¬ψ is consistent withvn+1.

Without loss of generality we assume that the actions from{bn
i : i ∈ Γ} for which

∆i is unanimous inbn are 〈〈∆i〉〉 ◦ δi, i = 1, . . . , m. By the definition ofbn
i for

i ∈ Σ \Γ, the only coalitions∆ 6⊆ Γ which are unanimous inb have〈〈∆〉〉 ◦> as their
actions. Sincè 〈〈∆〉〉 ◦ > regardless of∆, we ignore such coalitions in the sequel.
The definition oft(f(vn, kn, tn), bn) entails thatvn

actions consists of possiblyD∆>
for some∆, which we ignore, andd(〈〈∆i〉〉 ◦ δi, k

n, tn) for thosei ∈ {1, . . . ,m}
for which 〈〈∆i〉〉 ◦ δi ∈ vn. The latter entailsDΓ〈〈∆i〉〉 ◦ δi ∈ vn by axiomsD◦ and
MonoD, because∆i ⊆ Γ. Therefore, sinceDΓ(vn) = DΓ(wn), we conclude that
d(〈〈∆i〉〉◦δi, k

n, tn) ∈ vn
actions implies〈〈∆i〉〉◦δi ∈ wn. Sincebn

Γ = an
Γ, ∆1, . . . , ∆m

are unanimous inan too. Hence, by the definition of

t(f(wn, kn, sn), an), d(〈〈∆i〉〉 ◦ δi, k
n, tn) ∈ vn

actions ,
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implies D∆i
d(〈〈∆i〉〉 ◦ δi, k

n, sn) ∈ wn
actions , i = 1, . . . , k. Consequently, due

to ∆i ⊆ Γ again, DΓ(wn+1) `MP D∆id(〈〈∆i〉〉 ◦ δi, k
n, sn) for all d(〈〈∆i〉〉 ◦

δi, k
n, tn) ∈ vn

actions . We proveDΓ(wn+1) `MP D∆i
d(〈〈∆i〉〉 ◦ δi, k

n, tn) by es-
tablishingd(∆i, δi, k

n, tn) = d(∆i, δi, k
n, sn). To conclude that, note thatsn = tn

for 〈〈∆i〉〉 ◦ δi of the form〈〈Γq〉〉 ◦ 〈〈Γq〉〉♦Γqψq andn in intervals of the form

{(zM + q)|W |, . . . , (zM + q + 1)|W | − 1} (4)

because

f(v0, k0, t0)b0 . . . bn−1f(vn, kn, tn) ∼Γ f(w0, k0, s0)a0 . . . an−1f(wn, kn, sn),

andd(〈〈∆i〉〉 ◦ δi, k
n, tn) = d(〈〈∆i〉〉 ◦ δi, k

n, sn) regardless of the values ofsn andtn

for n outside such intervals.

We chose the members of a maximal consistent subset ofC, which is consistent
with DΓ(wn+1) ∪ {¬ψ} to come first in the orderingbn

e of C. Therefore proving that
the consistency ofvn+1 with ¬ψ andDΓ(wn+1) = DΓ(vn+1), which would entail
thatvn+1

Γ = wn+1
Γ , amounts to proving thatvn

actions ∪ vn
past ∪DΓ(wn+1) ∪ {¬ψ} is

consistent. Above we proved that the formulas fromvn
actions can be derived from those

from DΓ(wn+1). Hence we need to prove the consistency of justvn
past ∪DΓ(wn+1)∪

{¬ψ}. Assume the contrary for the sake of contradiction. Then, sincevn
past is logically

equivalent to{ªχ : χ ∈ vn}, vn
past ∪ {ªθ} is inconsistent too, whereasvn ∪ {θ} is

consistent, which is a contradiction, by the definition ofθ andvn
past . ¥

PROOF (OF LEMMA 24). — An immediate check shows that puttinggi = 〈〈Γ〉〉 ◦ ψ

for all i ∈ Γ brings the required properties. In caseΓ is the empty coalition,ψ ∈ vn+1

follows fromψ ∈ vn
past by the second axiom〈〈.〉〉 ◦ ª. ¥

PROOF (OF LEMMA 25). — Let f(v0, k0, t0)b0 . . . bn−1f(vn, kn, tn) ∈ [r]Γ. Let
bn
Γ = g andbn

i = 〈〈i〉〉 ◦ > for all i ∈ Σ \ Γ. Thenvn
actions consists of the formulas

d(〈〈∆i〉〉 ◦ δi, k
n, tn) which correspond to the actions〈〈∆i〉〉 ◦ δi from g such that

∆i ⊆ Γ is unanimous inbn and〈〈∆i〉〉 ◦ δi ∈ vn, and possibly some formulas of the
form Di>, which we ignore. Note that, since∆i ⊆ Γ, 〈〈∆i〉〉 ◦ δi ∈ vn for the same
i ∈ Γ for all thevn ∈ W which appear in the last states of runs from[r]Γ. Furthermore,
d(〈〈∆i〉〉 ◦ δi, k

n, tn) does not depend ontn for kn outside intervals of the form (4)
where〈〈∆i〉〉 ◦ δi is 〈〈Γq〉〉 ◦ 〈〈Γq〉〉♦DΓqψq, andtn = sn for kn inside intervals of this
form. Hencevn

actions does not depend on the choice ofvn as long asbn is as chosen
above. Obviouslỳ ª(

∧
vn) ⇒ α is equivalent tovn

past `MP α for any formulaα.
As the environment actionbn

e ranges over all the orderings ofC, vn
environment ranges

over all the completions ofvn
actions ∪ {ª

∧
vn} to a maximal consistent subset of

C. The premissψ ∈ vn+1 for vn+1 such that〈vn+1, . . .〉 = t0(vn, kn, tn, bn) of the
lemma entails̀

∧
vn
actions ∧ª(

∧
vn) ∧∧

vn
environment ⇒ ψ. Since the conjunction
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on the left of⇒ in this formula is consistent, choosing an environment actionbn
e with

¬ψ as the least element shows that` ∧
vn
actions ∧ ª(

∧
vn) ⇒ ψ. Now let

θn ­
∨

f(v0,k0,t0)b0...bn−1f(vn,kn,tn)∈[r]Γ

∧
vn.

Then` ∧
vn
actions∧ªθn ⇒ ψ again. Hencè 〈〈Γ〉〉◦(∧ vn

actions∧ªθn) ⇒ 〈〈Γ〉〉◦ψ by
Mono〈〈.〉〉◦. Since` ∧

vn ⇒ θn for every possiblevn, we havè
∧

wn ⇒ DΓθn by
Lemma 23. The fact that the unanimous∆is are disjoint sub-coalitions ofΓ implies
that 〈〈Γ〉〉 ◦ ∧

vn
actions is consistent with every possiblevn, includingwn itself. By

〈〈.〉〉 ◦ ª, this entails that〈〈Γ〉〉 ◦ (
∧

vn
actions ∧ ªθn) is consistent withwn too. As

shown above, this entails〈〈Γ〉〉 ◦ ψ is consistent withwn. ¥

PROOF (OF LEMMA 26). — We are going to prove that ans with the required prop-
erty can be defined by putting(s(r′Γ))i = 〈〈Γ〉〉 ◦ 〈〈Γ〉〉♦DΓψ for all i ∈ Γ andr′Γ such
that

|r′| ∈ {n, . . . , n + (M + 1)|W | − 1}. (5)

The value ofs for runs of other lengths is irrelevant.

Let 〈〈Γ〉〉♦DΓψ be〈〈Γq〉〉♦DΓqψq for someq ∈ {0, . . . , M − 1}. Let

f(w0, k0, s0)a0 . . . am−1f(wm, km, sm) . . . ∈ out([r]Γ, s).

Then the interval from (5) has a subinterval of the form (4). Let{x, . . . , x+ |W | − 1}
be the leftmost such subinterval. (There may be at most two.) Then either there exists
a y0 ∈ {n, . . . , x} such thatDΓψ ∈ wy0 , or 〈〈Γ〉〉♦DΓψ ∈ wy for all y ∈ {n, . . . , x}.
In both cases this is established by induction ony using the axiomFP♦D and the fact
thatd(〈〈Γ〉〉 ◦ 〈〈Γ〉〉♦DΓψ, ky, sy) = DΓ〈〈Γ〉〉♦DΓψ ∈ wy

actions for all the relevantys.

In the first case thek which appears in the lemma can be chosen to bey0. In the
second case〈〈Γ〉〉♦DΓψ ∈ wx. Then an induction ony ∈ {0, . . . , |W |−2} shows that

sx+y = 1,
̂

W
Γq,ψq

≤|W |−y−1 is consistent withwx+y and

d(〈〈Γ〉〉 ◦ 〈〈Γ〉〉♦DΓψ, kx+y, sx+y) = DΓ
̂

W
Γq,ψq

≤|W |−y−2 ∈ wx+y
actions .

This entails thatwx+y0 ∈ W
Γq,ψq

0 for somey0 < |W |. Thenk from the lemma can
be chosen to bex + y0 wherey0 is the least one with the above property. ¥

PROOF (OF LEMMA 27). — Given anr′ as above, there exists a leastk < ω such
thatψ ∈ wn+k, which we denote byk(r′). Consider the setHr of the runsr′[0..m]
wherer′ ∈ out([r]Γ, s) andn ≤ m ≤ n + k(r′). Let h′ ≺ h′′ if h′ = h′′[0..|h′′| − 1].
〈Hr,≺〉 is the union of finitely many trees, each with its root in[r]Γ. SinceS is finite,
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these trees have finite degree of branching. Therefore, by König’s Lemma,Hr is finite.
Let kmax

r = max{|h| − n : h ∈ Hr}. Note that the conditions of the lemma hold for
everyh ∈ Hr, that is, ifh ∈ Hr, then for every

f(w0, k0, s0)a0 . . . am−1f(wm, km, sm) . . . ∈ out([h]Γ, s)

there exists ak < ω such thatDΓψ ∈ w|h|+k. Furthermore,Hh ⊆ Hr andkmax
h ≤

kmax
r + n− |h|.

We shall prove the lemma forh ∈ Hr by induction onkmax
h . Let kmax

h = 0 and
f(wm, km, sm) be the last state ofh. ThenDΓψ ∈ wm, whence〈〈Γ〉〉♦DΓψ ∈ wm by
axiomFP♦D. For the induction step, assume thatkmax

h > 0. If DΓψ ∈ wm, then we
reason like in the base case. If not, then for allh′ of the formhamf(wm+1, km+1, sm+1)
such thatam

Γ = s(hΓ) we havekmax
h′ < kmax

h . By the induction hypothesis this entails
〈〈Γ〉〉♦DΓψ ∈ wm+1, whence, by Lemma 25,〈〈Γ〉〉 ◦ 〈〈Γ〉〉♦DΓψ ∈ wm, and therefore,
by axiomFP♦D again, we conclude〈〈Γ〉〉♦DΓψ ∈ wm. ¥


